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SUMMARY
During vertebrate embryogenesis, the expression of Hox genes that define anterior-posterior identity follows general rules: temporal colinearity and posterior prevalence. A mathematical measure for the quality or fitness of the embryonic pattern produced by a gene regulatory network is derived. Using this measure and in silico evolution we derive gene interaction networks for anterior-posterior (AP) patterning under two developmental paradigms. For patterning during growth (paradigm I), which is appropriate for vertebrates and short germ-band insects, the algorithm creates gene expression patterns reminiscent of Hox gene expression. The networks operate through a timer gene, the level of which measures developmental progression (a candidate is the widely conserved posterior morphogen Caudal). The timer gene provides a simple mechanism to coordinate patterning with growth rate. The timer, when expressed as a static spatial gradient, functions as a classical morphogen (paradigm II), providing a natural way to derive the AP patterning, as seen in long germ-band insects that express their Hox genes simultaneously, from the ancestral short germ-band system. Although the biochemistry of Hox regulation in higher vertebrates is complex, the actual spatiotemporal expression phenotype is not, and simple activation and repression by Hill functions suffices in our model. In silico evolution provides a quantitative demonstration that continuous positive selection can generate complex phenotypes from simple components by incremental evolution, as Darwin proposed.
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INTRODUCTION
Numerical simulations of evolution have a long history in ecology and molecular evolution but are less used in cell and developmental biology. Evolutionary computations, in the latter context, face the technical challenges of defining the fitness to be optimized and inventing plausible mutations. To evolve properties of the cell, the selection used in ecology, i.e. reproductive success, is too far removed from the question and it is unclear how to translate mutation rates at the genome level into morphological change.

In two previous papers we have evolved regulatory networks for segmentation and adaptation and confronted the problems of what fitness to optimize and how to chose mutation rates (Francois et al., 2007; Francois and Sigglia, 2008). The fitness has to be specific to the process, e.g. reward segment number to evolve segmentation, yet be as general as possible because we can only hope to find networks common to phyla, not individual species. Detailed mutation rates became immaterial once it was shown that the fitness landscape was shaped like a funnel (defining better fitness to be lower), so that any mutational process that sampled all directions would move to the bottom of the funnel. This mathematics recapitulates Darwin’s original insight that small changes in fitness can rapidly lead to the evolution of complex structures such as the eye (Nilsson and Pelger, 1994). Computational evolution functions like a genetic screen in that it enumerates in an unbiased way all models that can be built from a predefined set of parts to achieve a certain function. It favors models that can be built by incremental improvements in fitness, rather than via multiple neutral steps or transitions through less fit intermediates. Evolution is rapid when it can march along a fitness gradient.

The early history of developmental patterning was rich in concepts, such as morphogen and selector genes, that lacked a molecular identity, yet informed many experiments (Crick and Lawrence, 1975), and it is to that level of description that we wish to return, but in a more quantitative way. There is extensive literature on homeotic mutants and homeotic genes, starting in the 1960s with the description of bithorax mutants (Lewis, 1963). In his pioneering work, Lewis proposed that fly segmental identities were directed by hypothetical bithorax ‘substances’, specific to a given segment. This idea was generalized to selector genes that had to be compartment specific, have an instructive role in development, and function combinatorially and cell-autonomously (Mann and Morata, 2000). The original selector genes were engrailed, which defines the anterior-posterior (AP) compartments within imaginal disks, and the Hox gene Ultrabithorax.

Hox genes are major determinants in patterning the AP axis in bilaterians. Hox genes have been shown to be the crucial regulators of segmental identity in the fly (McGinnis and Krumlauf, 1992) and of vertebrate identity in vertebrates (Burke et al., 1995), such that Lewis further qualified them as ‘master control genes’ (Lewis, 1992). Other examples of master control genes that direct cellular fates in different contexts at different stages of development include MyoD for muscles (Weintraub et al., 1991), Pax6 for eyes (Kozmik, 2005; Gehring and Ikeo, 1999) and Distal-less for legs (Gebelein et al., 2002; Pearson et al., 2005) and the so-called ‘terminal selector genes’, such as che-1, that determine ASE neuronal fates in C. elegans (Hobert, 2008). These master control genes are often embedded in feedback loops that lock commitment to a given cellular fate or identity (Weintraub et al., 1991; Zuber et
networks (Davidson et al., 2002; Oliveri et al., 2008). In both insects and vertebrates, the 3’ to 5’ arrangement of Hox genes on the chromosome matches the order of their anterior expression boundaries along the AP axis (McGinnis and Krumlauf, 1992), a property termed ‘spatial colinearity’. Furthermore, in vertebrates and short-germ insects, the temporal order of expression in the posterior region of the growing embryo follows the 3’ to 5’ genomic order (Kmita and Duboule, 2003; Ferrier and Minguillón, 2003; Wacker et al., 2004; Shippy et al., 2008), a phenomenon termed ‘temporal colinearity’.

Hox function in the fly follows the posterior prevalence (or dominance) rule, whereby the most posterior Hox gene imposes its fate on all the anterior genes (McGinnis and Krumlauf, 1992; Kmita and Duboule, 2003). Loss-of-function mutations result in anterior homeotic transformations in which a parasegment(s) assumes the fate of the immediately anterior expressed Hox gene (Lewis, 1978). In gain-of-function experiments, a Hox gene that is ectopically expressed anterior to its normal position results in a posterior homeotic transformation, whereas expressed posteriorly it does nothing (Gibson and Gehring, 1988; González-Reyes and Morata, 1990; McGinnis and Krumlauf, 1992; Morata, 1993).

The situation in vertebrates is similar, but more complex. There are four paralogous Hox clusters and the clearest phenotypes are observed when an entire Hox paralog group is removed. There is definitely combinatorial regulation among the paralog groups, in that adjacent Hox genes affect overlapping segments (Horan et al., 1994; Wellik and Capecci, 2003; McIntyre et al., 2007; Wellik, 2007). However, the number of functional Hox combinations is a linear function of the number of genes, not an exponential one (e.g. see figure 2 in Limura and Pourquié (Limura and Pourquié, 2007)).

The boundaries between the major types of vertebral axes coincide with Hox domains and are invariant among species, even when the number of vertebral axes in each domain changes (Wellik, 2007). Posterior homeotic transformations have been observed by ectopic expression of genes anterior to their normal domains (Kessel et al., 1990; Lufkin et al., 1992).

Our goal in this article is twofold. We first define quantitatively a fitness function (technically, the mutual entropy) that rewards complex patterning. This fitness is an explicit function of the concentration profiles of specific genes that define cellular identities (we will call them ‘realizator’ genes) along the AP body axis. It favors diversity, i.e. there should be many such realizator genes present, each with a unique stable territory, and knowing the realizator it should be possible to infer AP position. A standard mutation-selection evolution algorithm then creates the network that allows for ordered domains of realizator gene expression. Mutual entropy (or information) has many mathematical properties that make it the natural fitness with which to evolve developmental networks in silico, generalizing its prior use in systems neuroscience (Rieke et al., 1999).

We use this fitness to evolve networks to pattern the AP axis under general conditions that span those observed in arthropods and vertebrates: (1) a global morphogen gradient that disappears before the end of embryogenesis; and (2) a sliding morphogen that models patterning during growth (Francois et al., 2007; Peel et al., 2005; Limura et al., 2009). Position is defined by exposure to the morphogen, but the networks are otherwise cell-autonomous. We define the types of hierarchical networks that can be constructed by incremental improvements in fitness. For the sliding morphogen, which is appropriate to vertebrate Hox patterning, the pattern forms by means of a timer gene that measures the residence time in the posterior growth zone. Surprisingly, the evolved networks possess properties that are qualitatively similar to actual Hox gene networks, such as anterior homeotic transformations, posterior prevalence and temporal colinearity. The timer gene also naturally explains how to interconvert between static fly-like and dynamic morphogens without gross loss in fitness. Key aspects of Hox regulation simply follow from the exigencies of morphological evolution, suggesting that convergent evolution would channel variable molecular mechanisms towards the same phenotype.

**MATERIALS AND METHODS**

**Mutual entropy as fitness**

We simulate networks of interacting genes and proteins as a system of differential equations, and we model an embryo as a linear array of L cells sharing the same genetic network. The fitness must be defined for any network, as we want to begin with networks that pattern poorly or not at all and evolve something better. We also seek to evolve patterning networks common to a phyla, so the fitness should be as generic, smooth and parameter free as possible (Francois et al., 2007; Francois and Sigga, 2008).

We assume that, ultimately, a single gene (which may be the intersection of several conventionally defined selectors) defines or labels segmental identity (Lewis, 1963; Lewis, 1992). Since the fitness should be a property of the pattern of cell types, it will depend only on the spatial distribution of the label genes, henceforth called realizators (Mann and Morata, 2000). Computational evolution, as we will explain, has to discover the realizators as well as the genes and regulatory modules that control them.

**Fitness concepts**

Fitness should favor: (1) the diversity of genetic expression – the fitness improves monotonically with the number of realizators; and (2) a unique cell fate – one cell should express only a single master control gene for a given segmental identity.

Mathematically, it is natural to measure diversity by entropy as is done in physics. If a system has N possible states available to it, but only resides in one of them, the entropy is zero, whereas if it spends equal time in each state the entropy is maximum and equals log(N). For the embryo, each realizator gene defines a state and the occupancy of each state is proportional to the integral of the realizator over the embryo. Thus, we define an entropy term, \(H(\text{diversity})\), in the fitness that varies between zero when only one realizator is expressed, to \(\log(N)\) when they are expressed equally.

The second requirement of our fitness is naturally expressed as a conditional entropy, \(H(\text{diversity} \mid \text{position})\); namely, at a fixed position in the embryo we want the least diversity possible, i.e. the expression of a single realizator gene. Thus, our fitness requires us to optimize two ‘contradictory’ constraints on the same function: maximizing entropy at the global scale and minimizing conditional entropy locally. To define the trade off between the two desiderata, we assume that duplicating a realizator gene while keeping its expression domain constant is a neutral event. Only one combination of our two entropies satisfies this condition (see Appendix S1 in the supplementary material) and we can define a unique fitness as:

\[
\text{fitness} = -H(\text{diversity}) + H(\text{diversity} \mid \text{position}).
\] (1)

We have chosen signs so that fitness is to be minimized; for N realizators the optimal fitness is \(-\log(N)\) when each realizator is restricted to a single expression domain occupying 1/Nth of the embryo. [Our fitness is also called ‘mutual information’ (Shannon and Weaver, 1998) and expresses how well the embryo can define position given concentrations of realizators.]

The fitness has to be defined for any profile of the realizators and Fig. 1 illustrates several cases decomposed into the two components of the fitness. The most revealing case is illustrated in Fig. 1D,E. Allowing two realizators to overlap degrades fitness, although one might think that the
overlap region conveys more ‘positional information’. However, we insist that evolution has to create a gene restricted to the overlap and to designate it as a realizator before the refined patterning of the axis is recognized by the fitness.

Mathematical definition

Let \( c_i \) be the concentration of realizator gene \( i \) in cell \( x \). We can define a conditional probability for cell \( x \) to be in the realizator state \( i \) as:

\[
p_{xi} = \frac{c_i}{\sum_i c_k} .
\]  

(2)

Note that:

\[
\sum_i p_{xi} = 1 ,
\]

and \( p_{x0} \equiv 1 \) if one realizator is much larger than all the others. When only a single realizator is expressed, we are not concerned about its concentration as we assume its activity on downstream targets can be adjusted to ensure their expression.

We define a probability \( p_x \), normalized over all cells and realizators as:

\[
p_x = \frac{\sum_i c_i}{L \sum_x c_k} ,
\]  

(3)

where \( L \) is the number of cells in the embryo. From \( p_{x0} \), one can define a probability \( p_i \) to find an realizator \( i \) anywhere in the embryo as:

\[
p_i = \sum_x p_{xi} ,
\]  

(4)

and a probability \( p_{x1} = 1/L \), which says that each cell \( x \) has equal weight. With these definitions, high diversity equates to large entropy, defined as:

\[
H(\text{diversity}) = -\sum_i p_i \log p_i .
\]  

(5)

\( H(\text{diversity}) \) is the usual Shannon entropy in information theory. This is maximum for all \( p_i \) equal to \( 1/N \) for \( N \) selector genes, and therefore is lower or equal to its maximum value \( \log N \).

We also define a conditional entropy \( H(\text{diversity} | \text{position}) \) as:

\[
H(\text{diversity} | \text{position}) = -\sum_{i,x} p_{xi} \log p_x + \sum_x p_x \log p_x .
\]  

(6)

Minimization of \( H(\text{diversity} | \text{position}) \) expresses the realizator gene hypothesis that only one realizator is expressed at a given position (cell) in the embryo. Thus, the fitness naturally resolves into the optimization of two functions: \( H(\text{diversity}) \) should be large and \( H(\text{diversity} | \text{position}) \) should be small, a situation we have encountered before (Francois and Siggia, 2008).

If we also impose the condition that duplication of a realizator is a fitness-neutral event, then only one combination of the two functions is allowed [see equations (6, 8) in Appendix S1 in the supplementary material], namely, the mutual entropy between position and realizators for the probability \( p_x \):

\[
F(p) = \sum_i p_i \log p_i + \sum_x p_x \log p_x - \sum_{i,x} p_{xi} \log p_x .
\]  

(7)

(Smaller fitness is better.)

Methods

Our network evolution algorithm follows our earlier work (Francois and Hakim, 2004; Francois et al., 2007; Francois and Siggia, 2008) with some technical modifications specific to the problems treated here (see Appendix S1 in the supplementary material). Both the topology of the network [i.e. the nodes (genes) and the edges (interactions) connecting them] and all the numerical parameters for the expression rates are mutated and selected. The tags designating the realizators can move among the available genes and also be created and destroyed.

Fig. 2 displays a summary of each ‘generation’ of the algorithm. We evolve a population of networks. In one generation the half that is most fit is retained unaltered, and a copy of each is mutated and added back to the population. Therefore, the fitness of the best network can only improve or remain the same.

When a morphogen is supplied as an input, all interactions are transcriptional and cell-autonomous. A transcription factor can act as an activator or repressor, depending on its target. Genes are off, i.e. non-
expressing, unless a transcriptional activator is supplied. A single activator suffices to turn a gene on, so that positive feedback of a gene on itself can result in bistability. Activators combine through the equivalent of ‘OR’ functions. Similarly, one repressor is enough to suppress transcription and repressors work multiplicatively. Gene duplication is permitted and entails the replication of all interactions impinging on, and emanating from, the duplicated gene. If a realizator is duplicated, a new realizator tag is created and assigned to the new gene. The embryo consists of a line of $L=20$ cells, where cell $x=1$ is anterior.

Although we do not consider molecular noise here, we modestly randomize the input values and select for an invariant (and static) final gene profile. When a morphogen is provided, either static or dynamic, to orient the embryo, we average $c_{ix}$ over all initial conditions and then compute $p_{ix}$ and the fitness. When two nearly optimal configurations are mixed in this way (or the realizator expression domains broken up in multiple ways) the fitness is clearly degraded.

There are penalties imposed on pathological expression patterns that are not static at the end of the simulation or in which a cell expresses no realizators. Their precise form does not matter. For further details of the methods, see Appendix S1 in the supplementary material.

The morphogen increases from anterior to posterior, in analogy with Caudal, which is conserved from insects to vertebrates and believed to be an ancestral morphogen in arthropods (Copf et al., 2004; Olesnicky et al., 2006).

We define an AP order on genes, which potentially overlap in expression in the following way. A gene ‘A’ is posterior (respectively anterior) to a gene ‘B’ if the anterior (respectively posterior) boundary of A in space is posterior (respectively anterior) to that of B. For instance, in Fig. 1E, gene 1 is posterior to genes 2 and 3, whereas gene 2 is anterior to genes 1 and 3. To characterize network-derived patterns, we define a posterior index (respectively anterior index) by counting the number of repressions in which one gene is repressed by a more posterior (respectively anterior) gene. For example, in Fig. 1D, if gene 1 represses gene 2, then this repression counts for 1 in the posterior index. On the contrary, if gene 2 represses gene 1, then this repression counts for 1 in the anterior index. In practice, gene expression profiles are sharp enough that boundary positions can be assigned unambiguously, and we include all genes expressed at the final time in our index count.

We display networks after applying a pruning procedure that eliminates all genes and interactions, the removal of which does not degrade the fitness.

**RESULTS**

We use the fitness function to evolve a patterning network in two cases that broadly exemplify what is seen in AP patterning in arthropods and vertebrates: (1) a static morphogen gradient that disappears before the fitness is measured; and (2) a sliding, or translating, morphogen, motivated by somitogenesis and Hox patterning (Francois et al., 2007; Dubrulle et al., 2001; Iimura et al., 2009).

Since the network is cell-autonomous, AP fate is defined at the single-cell level, either from the morphogen level (experienced for a fixed time) or the length of time that the cell ‘feels’ a fixed morphogen. These two problems become equivalent through the intermediary of a timer gene. With cell-cell interactions and no morphogen, our algorithm evolves lateral inhibition (see Appendix S1 and Figs S13, S14 in the supplementary material).

**Evolving with a disappearing morphogen gradient**

For each simulation, cells are initialized with an exponential morphogen gradient that is present for a fixed time and then removed rapidly (Fig. 3A). (This protocol defines an informative bridge between a morphogen that never disappears and a sliding morphogen tied to growth.) The fitness is computed some time after the morphogen disappears. Fig. 3 provides an example of a network that evolved under these conditions with our mutual entropy fitness. The
fitness clearly decreases with generation number, ending up close to $-\log 7.25$, with eight realizators expressed at steady state defining eight slightly uneven domains. Movie 1 in the supplementary material shows the time course of embryonic development. For other examples of networks evolved under identical conditions, see Appendix S1 and Figs S1-S8 in the supplementary material.

Despite some network-to-network variability, common structural features can be observed in the network topologies. All the realizator genes are self-sustaining in the final state (the morphogen is gone) and many are individually bistable. Bistability also plays a crucial role in pattern establishment because transient activation by upstream genes can push the realizator above the threshold that leads to a self-maintained high-activity state. This simple process has been described as the basic mechanism for stabilization of regulatory states in the sea urchin embryo (Davidson et al., 2002; Oliveri et al., 2008). Bistability also implies that gene repression can occur by transiently forcing a realizator below its auto-activating threshold, provided that no other activators are present.

When a set of realizators are individually bistable, then supplying only a single repressive interaction between each pair of realizators is sufficient to stabilize just those configurations with at most one realizator active. This is most evident in the Boolean limit. Any configuration with two realizators on, would activate the repression between them and eliminate one. The sets of genes $(8,4,2)$ and $(1,8,4)$ in Fig. 3 are examples of this widely used arrangement.

Another prominent feature of the evolved networks is the asymmetry in how the anterior versus posterior limits of the realizator domains are established due to the morphogen. Most posterior boundaries are defined by repression from genes expressed posterior to the one in question, rather than by the loss of an anteriorly expressed activator. Anterior boundaries are generally defined by activation thresholds, often in response to the morphogen. To quantify this asymmetry, we defined (see Materials and methods) network anterior/posterior indexes, the average values of which are 1.1 and 7.2, respectively, for all the networks in the main text and Appendix S1 that were generated by a disappearing morphogen gradient.

An extreme case with anterior index 0 is provided by Fig. 3, in which genes are only repressed by genes posterior to them. As a consequence, the network itself is very hierarchical, and there is a correspondence between the position of a gene in this hierarchy and its domain of expression. For example, consider the subnetwork made of genes 2, 4, 8 and 1, and order them by the direction of the repressive links. Gene 2 is at the bottom of the hierarchy, being repressed by 4, 8 and 1, whereas gene 4 is repressed by genes 8 and 1, and gene 8 is repressed only by gene 1. Strikingly, this order in network hierarchy $(2,4,8,1)$ is actually the order of gene expression from anterior to posterior at steady state, as can be seen in Fig. 3D. This property is general and can be seen in other evolved examples. So, the bias induced by the input gradient has a clear signature in the structure of the evolved network, imposing a hierarchy in which posterior genes are high and repress anterior genes, which occupy lower positions in the hierarchy.

Gene duplication and mutational events

To understand why there is such a bias in network structure, we looked at a typical evolutionary pathway that creates a new expression domain (Fig. 4). Gene duplication is central to the events pictured, but after all interactions are replicated for the new gene, several (e.g. the mutual activation of genes 1 and 3 in Fig. 4B) are superfluous and disappear.

Then, while the expression domain of one copy is first kept essentially unchanged (gene 3 in Fig. 4C), the domain of expression of the other copy starts drifting to another position (improving the fitness) and becomes locked more posteriorly, new regulations being evolved to ensure that the domains do not overlap (Fig. 4D). Single neutral mutations and fitness-improving parameter changes suffice to traverse the entire pathway. A less
frequent pathway leading to an equivalent final state is shown in Fig. S15 in the supplementary material. If we freeze the topology of Fig. 4D, randomize the parameters and re-optimize with our fitness, the same hierarchical expression pattern re-emerges (see Fig. S16 in the supplementary material). Other frequent evolutionary pathways following gene duplication are shown in Fig. S17 in the supplementary material, leading to the same topology as in Fig. 4.

**Evolving with a sliding morphogen**

There is good evidence from somitogenesis in vertebrates that patterning occurs as cells emerge from a posterior growth zone and transit to lower levels of the posterior morphogens FGF and Wnt (Aulehla and Pourquié, 2010). Hox patterns develop contemporaneously (Aulehla and Pourquié, 2010; Imura and Pourquié, 2006) with somitogenesis. In *Xenopus*, there are particularly clear data showing that Hox genes are expressed in a 3’ to 5’ temporal progression in the non-organizer mesoderm and acquire a fixed position when the cells converge into the organizer and then extend to create the AP axis (Wacker et al., 2004; Durston et al., 2010). Thus, to model Hox patterning coupled to growth, we assume a step-like morphogen profile that translates down a line of cells. High morphogen defines the posterior growth zone, and the step itself corresponds to the organizer, where the morphogen is withdrawn and cells assume a fixed fate. Thus, cells sense their distance from the rostral pole only once they are exposed to morphogen. Cell fate can be controlled by the exposure time to morphogen in the context of digit formation (Nelson et al., 1996), and possibly also during axis formation (Aulehla and Pourquié, 2010), although the process by which time is measured is completely unknown.

Typical networks derived with these input dynamics are presented in Figs S9-S11 in the supplementary material. As for static gradients, realizators tend to auto-activate and be bistable so as to persist after the input disappears. Posterior boundaries are also controlled by repression from posterior genes. For the anterior boundaries, however, it is not possible just to read a morphogen level, but rather the gene has to measure the time that it is exposed to input. In several cases (e.g. see Fig. S11 in the supplementary material) this is accomplished by early-activated genes repressing those that appear later, i.e. setting their anterior boundaries. In general, it was harder with a sliding gradient than a static one to initiate multi-domain patterns starting from nothing.

**Using a timer gene**

To accelerate the evolution, we began with the small network shown in Fig. 5B. It is not unreasonable, biologically, to bias evolution in this way because the sliding morphogen really only patterns the trunk and posterior, not the head. Our initial network is common in developmental biology [e.g. the gsc/bra system (Green, 2002)] and was the generic two-domain network we found for a static input. One activator controls two genes with different thresholds, and the high-threshold gene represses the low-threshold gene to make their expression domains disjoint. We generalize it slightly by adding a potential timer protein 3, which is activated by the input, to delay the activation of gene 1 by the morphogen. The subsequent evolution of this small network is shown in Fig. 5B, along with the expression profile it generates. Another example of such evolution is shown in Fig. S12 in the supplementary material.

The initial network bias and timer gene 3 facilitate the evolution of simple networks with many states that exhibit topological properties that are similar to those produced with a static input. Again, posterior index is high while anterior index is low. As with the static gradient, posterior boundaries are set up by repression by posterior genes. However, because there is no AP gradient, the mechanism of establishment of anterior boundaries is different, and relies heavily on the timer gene. In Fig. 5, gene 3 accumulates slowly and by virtue of graded activation thresholds, gene 3 directly activates genes 4 then 5 then 6, and indirectly controls the remaining realizers other than gene 2 (which is activated directly by the input and is repressed by gene 3 to restrict it to the anterior).
As a consequence of these successive activations in response to
the accumulating timer and in spite of the rather complex network
topology, there is an almost perfect correspondence between the
temporal order of expression in the posterior cells and the spatial
order (Fig. 5C; see Movie 2 in the supplementary material). This
property can be related to the so-called temporal colinearity of Hox
genes and is therefore a direct consequence of evolution under the
control of a timer gene.

The common topological features of networks evolved under the
control of static versus sliding morphogens allow an easy translation
between the two cases. Since our networks act cell-autonomously,
we can literally replace the static morphogen as in Fig. 3D with a
timer gene that grows without saturation while exposed to
morphogen, and then decays exponentially after the morphogen
disappears from the cell in question. When this is done for the
network in Fig. 3, the realizator expression order from anterior to
posterior does not change (see Figs S19, S20 and Movie 3 in the
supplementary material). Similarly, if we turn the ‘timer’ gene into
a static morphogen, the network in Fig. 3, the realizator expression order from anterior to
posterior does not change (see Figs S19, S20 and Movie 3 in the
supplementary material). Similarly, if we turn the ‘timer’ gene into
a static morphogen, the network in Fig. 3, the realizator expression order from anterior to
posterior does not change (see Figs S19, S20 and Movie 3 in the
supplementary material).

Lastly, the existence of a timer gene suggests an easy way to
couple growth of the embryo to the dynamics of patterning, a
property necessary to explain the fact that embryos can develop
normally at different rates, such as happens in amphibians at reduced
temperature. If the dynamics of the timer gene scale with the growth
rate (simulated by the speed of the sliding input), the embryo patterns
properly, as shown in Movie 5 in the supplementary material.

Connecting realizators to nested Hox pattern
It is well known that Hox expression domains overlap considerably
and are often nested, whereas their ‘master gene’ activity is
segmentally restricted. Unknown post-transcriptional events ensure
that the activity of anterior Hox genes is repressed by posterior Hox
genes, a property called phenotypic repression (or posterior
dominance) in fly and posterior prevalence in vertebrates (Duboule
and Morata, 1994; Kmita and Duboule, 2003).

The network in Fig. 5 has manifest temporal colinearity in its
realizators, but the remaining upstream genes 1, 6 and 9 are not
nested in the typical Hox pattern. This is because we have made all
of the genes multifunctional, i.e. simultaneously repressors and
activators, so that we do not make any distinction between
transcriptional and post-transcriptional activities.

However, it is nevertheless possible to formally disentangle these
two activities to retrieve a more usual Hox gene transcriptional
pattern. For each realizator, we create a new upstream gene that
captures all the activating inputs (including from itself). This new
gene activates a realizator, which retains all the repressive
connections of the original, and accounts for the actual ‘master
gene’ activity. Then, the bistable upstream genes will have Hox-
like nested expression domains, and the new realizators will retain
the localized expression of the original ones (Fig. 5E). Fig. S24 in
the supplementary material shows the complete network derived
from Fig. 5B by this transformation; for further details, see
Appendix S1 and Figs S22–S24 in the supplementary material.

If we smooth our sliding input step to make the transition from
off to on gradual, then our model can readily capture another
feature of Hox patterning termed ‘anterior spreading’ (Kmita
and Duboule, 2003; Iimura et al., 2009). It is most obvious in chick,
and as the name implies, Hox genes first turn on in the posterior and are then expressed more anteriorly. When we simulate the network in Fig. S24 in the supplementary material and Fig. 5E, we see very evident anterior spreading (Fig. 5F; for the full time course for this network, see Movie 6 in the supplementary material).

**Simulation of anterior homeotic transformations**

The high posterior index that typifies hierarchical networks has a characteristic signature in a loss-of-function experiment when one gene is set to zero. In analogy with the anterior homeotic transformation seen with Hox gene loss of function (Horan et al., 1994; Wellick and Capedazi, 2003; McIntyre et al., 2007), the expression domain of the immediate anterior gene expands posteriorly to fill the hole left by the deactivated gene (Fig. 6), irrespective of whether the network was evolved under a static or sliding input.

**DISCUSSION**

**Network hierarchy and posterior prevalence**

In silico evolution generates gene regulatory networks with properties similar to the Hox gene networks that pattern the AP body axis. Orientation is derived solely from the morphogen, be it static or sliding (our surrogate for patterning during growth); the gene networks are entirely cell-autonomous, which is not unreasonable biologically, as noted in the Introduction. Since the morphogen disappears before we assess the expression pattern of the realizator genes that define the fitness, the gene networks are inherently multi-stable and are directed towards the appropriate fate by the morphogen.

Our networks were all hierarchical, as abstracted in the module in Fig. 4. The morphogen defines the anterior gene expression boundaries, whereas the posterior boundaries are defined by repression from other genes. The two-gene limit is well known (Green, 2002). We quantified the excess of repression from posterior versus anterior genes by the respective indices (as defined in the Materials and methods) and found, for the 11 networks described in the text and in Appendix S1 in the supplementary material that were evolved under the control of gradient or timer, averages of 6.9 and 1.1. The phenomenon of posterior prevalence is a direct consequence of repression from the posterior gene (Fig. 6).

We obtained gene networks with the phenotypic properties of Hox genes and do not explicitly distinguish transcriptional and post-transcriptional regulation. The ‘genes’ in the simulation may be composites of real genes. The classic nested Hox expression territories occurred when we segregated activator and repressor activities into separate genes (Fig. 5E).

Our conclusions are largely insensitive to mutation parameters in the biologically plausible limit in which the rate of addition of new links/nodes in the network is much slower than parameter mutation and link/node removal. Repeated simulations for the fate of duplicated genes or parameter reoptimization with fixed network topologies (see Figs S16, S17 in the supplementary material) generally yielded the same outcome (Fig. 4).

Changing mutation rates influences the speed of evolution, not its qualitative outcome, in agreement with previous findings (Francois et al., 2007). Only neutral or fitness-improving mutations survive selection and the fitness consists of plateaux separated by jumps when the topology changes and parameters are optimized in a few generations. The ease of evolving elaborate patterning networks suggests the fitness landscape is funnel-like, providing another argument for the parameter independence of our results.

**Morphogen, timer and temporal colinearity**

The correlation between the spatial, genomic, and (for vertebrates) temporal order of Hox expression across many species has motivated experiments for mechanistic explanations. Genome-ordered Hox arrays are not required for proper AP expression (Seo et al., 2004); they may facilitate temporally ordered expression (Duboule, 1995), but genome order is not part of our phenotypic model. For mouse, experiments that disrupt one of four Hox clusters alter the temporal expression but do not disrupt the final spatial order (reviewed by Tschopp et al., 2009).

Our model for vertebrates assumes that axial patterning occurs progressively as cells exit a region of high posterior morphogen (e.g. Wnt). In amniotes, this is coupled to axial growth from long-term progenitors in the tail bud (Tzouanacou et al., 2009). In amphibians, Hox patterning occurs as cells converge from the vental-posterior mesoderm and pass through the organizer (Wacker et al., 2004; Durston et al., 2010). Both situations are modeled as a morphogen step that slides (translates) down a line of cells (there is no need to explicitly model cell proliferation or movements). The step inflection is analogous to the organizer. Our networks are cell-autonomous, so the only cue as to AP position comes from the residence time in the high-morphogen posterior region.

In silico evolution connects time to AP position by creating a timer gene that builds up monotonically while the cells experience the morphogen and dies after they exit the morphogen. Cell fate records, through multi-stability, the highest value of the timer gene seen by that cell. Temporal colinearity of Hox expression in the undifferentiated posterior cells is one consequence of the timer gene. Temporal order does not itself generate spatial order, and morphogen versus temporal control is not an issue (except when we compare long and short germ-band insects (see below)). Other biological properties, such as anterior spreading (Gaunt and Strachan, 1994), can be easily explained by translating a smoothed step.
A timer gene is a very natural way to coordinate growth and patterning, which is particularly important in amphibians, the embryonic development of which can vary by a factor of two with temperature. The vertebrate homolog of the posterior insect morphogen Caudal, Cdx (Duprey et al., 1988), has been shown to posteriorize Xenopus embryos in a dose-dependent manner (Pownall et al., 1996; Isaacs et al., 1998). Overexpression or downregulation of Cdx genes shifts multiple Hox domains in a graded way (van den Akker et al., 2002; Gaunt et al., 2008), indicating an upstream position in the global control of Hox genes that is suggestive of a role as a potential timer. Recently, overexpression of Hox genes has been shown to influence axial growth in mice (Young et al., 2009), which is beyond the scope of our model. However, the concept of a timer gene as a mediator between growth and axial patterning has not been proposed previously and we hope that our ‘timer and wavefront’ model functions in an analogous role to the ‘clock and wavefront’ model for somitogenesis.

**Transition from short to long germ-band insects**

There is now abundant evidence from the arthropod phylogeny that long germ-band segmental patterning arose from the ancestral short germ-band mode multiple times (Peel et al., 2005), and recent reviews focus mostly on segmentation (Peel, 2008; Rosenberg et al., 2009). Much less is known about Hox patterning in short as opposed to long germ-band insects, so we assume that its dynamics are qualitatively similar to those of vertebrates. Thus, we model the short to long germ-band transition as the transition from a sliding to static gradient.

The timer gene in the short germ-band ancestor that converts residence time in the growth zone to a protein level simply becomes the new static morphogen (Fig. 7; see Fig. S21 and Movie 4 in the supplementary material), which could happen gradually as more nuclei become available in the blastula. What the timer gene concept accomplishes is to preserve unchanged the entire downstream gene hierarchy, which is necessary for a viable embryo. The fate of the Hox genes is seldom addressed in this radical developmental transition, although it has been proposed that the ancestral function of gap genes was to pattern Hox genes (reviewed by Peel, 2008). Interestingly, in view of vertebrate analogies, it has been suggested that the master morphogen controlling segmentation in the long germ-band insect Nasonia is Caudal in conjunction with Otd (Olesnicky et al., 2006; Lynch et al., 2006), and Caudal might be the timer in short germ-band insects.

The temporal colinearity of expression that we observed for the sliding gradient is readily lost after the transition to static gradient patterning (see Movie 1 in the supplementary material). There is pressure (in both the simulation and the embryo) to make the Hox pattern rapidly, so that when a static morphogen is supplied the posterior genes turn on early and repress the initiation of the anterior genes in posterior territories, thus generating simultaneous temporal induction.

**Mutual entropy as a fitness and the role of gene duplications**

We used the mutual entropy between realizator genes and AP position to define a fitness for embryonic patterning. The same expression has been used to quantify information transmission in the presence of molecular noise for small genetic networks (Ziv et al., 2007; Tkacik et al., 2008; Tkacik et al., 2009). The measure used in those studies implies that combinatorial expression conveys more information about position, whereas our fitness penalizes two realizators that overlap and it is only when a third realizator is created and confined to the overlap region that the fitness will improve.

Our mutual entropy fitness offers a mathematical framework in which complex evolutionary events at the network level can be observed and quantified. Lewis proposed that Hox genes evolved by duplication, in which one copy keeps the ‘original’ function while the other one is able to assume a new segmental identity (Lewis, 1992). However, we find a different scenario that is more symmetric between the two duplicated genes. They are expressed contiguously and perturb the expression domains of their immediate neighbors (Fig. 4). Some phylogenetic data on homeobox genes seem to support the idea that duplicated genes remain adjacent [for example, see figure 2 in Ryan et al. (Ryan et al., 2007), where Hox1/2, Hox6-8 and Hox9-14 respectively cluster together].

**Incremental evolution and embryonic patterning**

Although a connection between posterior prevalence, temporal colinearity and anterior spreading has long been part of the Hox phenomenology, this is not equivalent to creating a differential equation model that expresses it. Nor was it obvious that the natural mathematical measure of diversity of gene expression along an axis could serve as the fitness, for which the properties of temporal colinearity and posterior prevalence could arise by incremental evolution. Duplication is the obvious route to multiple Hox genes, but we furnished a detailed path for how this can occur incrementally.

Hox regulation during growth might be achieved by different combinations of molecular pathways in different species in analogy with the somite clock, i.e. the Wnt, Notch and FGF pathways may have different oscillatory properties in different species (Goldbeter and Pourquié, 2008; Giudicelli and Lewis, 2004), yet the phenomenon itself is invariant, and its ease of evolution by continuous improvements in fitness suggests an explanation for this.
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