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ABSTRACT
The existence of different domains within the nucleus has been clear from the time, in the late 1920s, that heterochromatin and euchromatin were discovered. The observation that heterochromatin is less transcribed than euchromatin suggested that microscopically identifiable structures might correspond to functionally different domains of the nucleus. Until 15 years ago, studies linking gene expression and subnuclear localization were limited to a few genes. As we discuss in this Review, new genome-wide techniques have now radically changed the way nuclear organization is analyzed. These have provided a much more detailed view of functional nuclear architecture, leading to the emergence of a number of new paradigms of chromatin folding and how this folding evolves during development.
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Introduction
Nuclear organization, the physical structure of the genome within the nuclear space, has fascinated cellular and developmental biologists for the last 100 years. In particular, the search for a functional link between nuclear structure and function – the expression of a cell fate-specific transcriptional program – has been the focus of numerous studies. As soon as methods to stain and image chromatin had been established, early clues of such a functional organization of the nucleus were described. In the late 1920s, Emil Heitz observed two chromatin types in the nucleus of Bryophytes (mosses) (Heitz, 1928). Heterochromatin persisted following mitosis, whereas euchromatin decondensed and was no longer visible during interphase. At that time, nothing was known about the molecular nature of chromatin, although it was clear that genes were contained within it. Heitz envisioned that the different chromatin states he observed might represent functional nuclear domains, with euchromatin being ‘genically active’ and heterochromatin ‘genically passive or would not contain genes’ (reviewed by Zacharias, 1995). Heitz’s observations were soon supported by electron microscopy (EM) studies showing the large variety of nuclear organizations in different cell types or developmental stages (Fig. 1A,Ba). Nuclear organization was, however, similar between cells of a given cell type. Underlining the correlation between cell fate and chromatin organization, the latter is nowadays one of the classical parameters used by cytologists to describe cell fate, for example upon tumor progression (Kufe et al., 2003). How changes in nuclear organization relate to transcriptional changes remains a topic of intense research.

In the 1960s, microscopically described hetero- and euchromatin were biochemically purified from mammalian lymphocytes. Quantification of the transcriptional activity present in both fractions provided molecular proof of Heitz’s hypothesis: although most DNA (80%) is contained in the heterochromatic fraction, most of the RNA synthesis activity is present in the remaining euchromatic 20% fraction (Frenster et al., 1963). Besides differences in transcriptional activity, hetero- and euchromatin correlate with DNA packaged by nucleosomes composed of histones carrying different modifications. Among the most common modifications, histone H3 methylated on lysine 9 and 27 correlates with heterochromatin. By contrast, transcribed chromatin is methylated on H3 lysine 4 and 36, H4 lysine 20 and 79 and acetylated on lysine 27 (Ho et al., 2014). These modifications impact on chromatin compaction as well as the interactions these histones can make with nuclear proteins, which in turn influence larger scale organizations (Zhou et al., 2011; Zhang et al., 2015).

Technological advances over the last 10 years have revolutionized the nuclear organization field. Earlier work was based on microscopic analysis of nuclear structure, by localizing genes, multi-gene complexes or entire chromosomes relative to each other or relative to nuclear landmarks. Although these techniques have defined a number of properties of nuclear structure, microscopy is limited by the number of loci that can be probed and the resolution of the imaging devices. Newly developed genomic techniques allow capturing contacts of the entire genome with nuclear landmarks as well as spatial information on how chromosomes are folded inside the nuclear space. Here, we briefly review basic organizational principles discovered using microscopy and highlight the new insights provided by genome-wide techniques as well as the functional importance of genome folds in a developmental context.

The early days: microscopy, from brightfield to fluorescence
Nuclear bodies – a wealth of structures inside the nucleus
The first revolution in the analysis of nuclear organization came with fluorescence-based microscopy (see Box 1). Starting in the late 1960s, conjugation of fluorochromes to antibodies allowed the precise localization of proteins and genes in relation to landmarks such as the nuclear periphery or the nucleolus, or particular domains stained with specific antibodies. Many large nuclear bodies, such as the nucleolus, nuclear speckles or Cajal bodies, had been observed previously using a variety of staining procedures (Cajal, 1903, 1910). Fluorescence microscopy led to the discovery of new, smaller and/or more numerous nuclear structures, such as transcription and replication ‘factories’, in which transcriptionally active genes or replicons cluster, respectively (Hozák et al., 1993; Jackson et al., 1993) (Fig. 1Bb). Secondly and most importantly, it allowed molecular identification of the protein and gene content of these bodies, suggesting potential functions for these sites. Many nuclear bodies have now been characterized in this way (Fig. 1Bb): speckles...
(enriched with splicing factors; Spector and Lamond, 2011), paraspecticles (organized on long non-coding RNAs; Bond and Fox, 2009), Cajal bodies (enriched for histone and small nuclear RNA genes; Morris, 2008) and PML bodies (in which diverse proteins cluster, but for which the function is still elusive; Lallemand-Breitenbach and de The, 2010). Besides these structures, many epigenetic marks form nuclear domains, characterized by clustering of similarly marked chromatin inside the nucleus, for example histone 3 lysine 27 (H3K27) methylated chromatin clusters, together with the Polycomb group proteins that deposit the mark. These so-called Polycomb bodies group Polycomb-regulated genes, presumably helping in the stable repression of these genes (Schuettengruber et al., 2007). Together, the discovery of these functionally specialized nuclear domains provided further evidence that the three-dimensional (3D) structure of the genome might indeed be involved in regulating gene expression.

**General principles of nuclear organization**

Besides the description of these nuclear domains, a number of general principles of nuclear organization started to emerge from microscopy studies. At the larger scale, metazoan interphase chromosomes mostly do not intermingle and instead form chromosome territories (CTs; Fig. 1Bc; reviewed by Cremer et al., 2006). Recent polymer physics modeling suggests that CTs are an intrinsic property of the DNA polymer rather than the result of a biological function (Rosa and Everaers, 2008): chromosomes are very long molecules and their complete intermingling would take more time than the lifetime of most organisms. Though the bulk of the chromosome occupies a discrete territory, the edges of CTs can intermingled, in agreement with the fact that many translocations occur between chromosomes (Brancos and Pombo, 2006). In mammalian cells, CT position inside the nuclear space is correlated with gene density: gene-poor chromosomes are located closer to the nuclear periphery whereas gene-rich chromosomes are more centrally positioned (Croft et al., 1999; Bolzer et al., 2005). This chromosome-wide behavior is likely to be a consequence of the sum of individual gene-positioning effects, as differential positioning is observed within a single chromosome, with active genes located in the nuclear interior and silent ones at the nuclear rim (Kosak et al., 2007; Meister et al., 2010).

During cell differentiation, many genes were found to reposition within the nucleus, and this correlated with changes in their transcriptional activity (Fig. 1Bd). A number of genes move from or to the nuclear periphery, where the nuclear lamina interacts mostly with silent genes whereas nuclear pores cluster with active chromatin (Williams et al., 2006; Kosak et al., 2007; Takizawa et al., 2008a; Meister et al., 2010). Genes were also observed to loop out of their chromosome territory upon activation (Fig. 1Bd; Mahy et al., 2002; Chambeyrond and Bickmore, 2004; Chambeyrond et al., 2005). Altogether, this led to a general picture, with many exceptions, of the distribution of transcriptional activity inside the nucleus: active genes are located between CTs inside the nuclear interior or in close vicinity to nuclear pores, whereas inactive genes are buried inside their CT or clustered at the nuclear periphery, in close contact with the nuclear lamina. Determinants of gene positioning remain largely unknown, although transcriptional status is clearly an important factor. However, not all promoters are able to induce relocation upon activation (Meister et al., 2010). Moreover, because modifying chromatin marks is sufficient to induce gene relocation, it appears that relocation does not depend on transcription itself, but rather on local changes in chromatin compaction induced by transcription (Tumbar et al., 1999; Tumbar et al., 2006). Recent polymer physics modeling suggests that CTs are an intrinsic property of the DNA polymer rather than the result of a biological function (Rosa and Everaers, 2008): chromosomes are very long molecules and their complete intermingling would take more time than the lifetime of most organisms. Though the bulk of the chromosome occupies a discrete territory, the edges of CTs can intermingled, in agreement with the fact that many translocations occur between chromosomes (Brancos and Pombo, 2006). In mammalian cells, CT position inside the nuclear space is correlated with gene density: gene-poor chromosomes are located closer to the nuclear periphery whereas gene-rich chromosomes are more centrally positioned (Croft et al., 1999; Bolzer et al., 2005). This chromosome-wide behavior is likely to be a consequence of the sum of individual gene-positioning effects, as differential positioning is observed within a single chromosome, with active genes located in the nuclear interior and silent ones at the nuclear rim (Kosak et al., 2007; Meister et al., 2010).

During cell differentiation, many genes were found to reposition within the nucleus, and this correlated with changes in their transcriptional activity (Fig. 1Bd). A number of genes move from or to the nuclear periphery, where the nuclear lamina interacts mostly with silent genes whereas nuclear pores cluster with active chromatin (Williams et al., 2006; Kosak et al., 2007; Takizawa et al., 2008a; Meister et al., 2010). Genes were also observed to loop out of their chromosome territory upon activation (Fig. 1Bd; Mahy et al., 2002; Chambeyrond and Bickmore, 2004; Chambeyrond et al., 2005). Altogether, this led to a general picture, with many exceptions, of the distribution of transcriptional activity inside the nucleus: active genes are located between CTs inside the nuclear interior or in close vicinity to nuclear pores, whereas inactive genes are buried inside their CT or clustered at the nuclear periphery, in close contact with the nuclear lamina. Determinants of gene positioning remain largely unknown, although transcriptional status is clearly an important factor. However, not all promoters are able to induce relocation upon activation (Meister et al., 2010). Moreover, because modifying chromatin marks is sufficient to induce gene relocation, it appears that relocation does not depend on transcription itself, but rather on local changes in chromatin compaction induced by transcription (Tumbar et al., 1999; Tumbar et al., 2006).
Box 1. In vivo gene localization techniques

Fixed cells
Fluorescence in situ hybridization (FISH) is the fluorescent labeling of a DNA or RNA sequence of interest, using Watson–Crick pairing of a labeled probe with its cellular homolog (Langer-Safer et al., 1982). Cells or tissues are fixed and membranes are partially solubilized to allow probe penetration into the nucleus. For DNA FISH, an additional denaturation step (heating/pH drop) is necessary to denature the double-stranded helix and allow probe hybridization. Fluorescent probes can be generated by a number of techniques, from nick translation with fluorescent nucleotides, direct crosslinking of chromophores to amino-labeled sequences or synthesis of a large number of fluorescent primers. Probe size ranges from a few hundred base pairs to entire chromosomes. A major advantage of FISH is its flexibility in terms of target sequence and fluorochrome choice (up to 23 options; Bolzer et al., 2005). However, this is an invasive approach requiring fixation and denaturation, which cannot be used to study dynamic features and is potentially prone to artifacts.

Living cells
In vivo gene-tagging techniques were designed to overcome FISH limitations. They are based on the integration of repeats of a binding site (lacO/lacI/tetR/lex) for a bacterial transcriptional repressor close to the locus of interest and the expression of the cognate repressor (lacI/tetR/lex) fused to a fluorescent protein and targeted to the nucleus. Binding of multiple copies of the repressor to its target sites leads to the formation of a readily visible spot (Robinett et al., 1996). A similar system can be used to target genes to a given subnuclear compartment by fusing the bacterial protein with a compartment-specific protein (Andrulis et al., 1998). The recent development of designer site-specific binders (TALEs [transcription activator-like effectors], zinc-finger proteins, CRISPRs [clustered regularly interspaced short palindromic repeats]) allows labeling of repetitive sequences such as microsatellites, thus overcoming the need to integrate binding sites (Miyanari et al., 2013).

and Belmont, 2001; Takizawa et al., 2008b; Therizols et al., 2014). Conversely, transcription inhibition does not seem sufficient to induce gene repositioning (Palstra et al., 2008).

Another observation suggested functional clustering of genes inside the nuclear space: transcriptionally active RNA polymerase II molecules form small, highly dynamic, dot-like structures, which group together more than one active polymerase (Ferrai et al., 2010; Cisse et al., 2013). It is still debated whether active genes cluster to create these structures, called transcriptional factories, or whether genes need to visit these physical assemblies for transcription (Cisse et al., 2013). However, a number of co-regulated genes show colocalization in a single transcription factory (‘gene kissing’). 3D organization of genes inside the nuclear space might therefore impact on their transcriptional output and help regulate their expression (Kosak et al., 2007; Schoenfelder et al., 2010). These studies raise a number of questions regarding the link between the linear position of a gene along a chromosome, its location within the nucleus and its transcriptional status. For example, which nuclear position would genomic segments containing an active and a silent gene adopt (Zink et al., 2004)? What are dominant positioning effects on the chromatin polymer? What is the transcriptional effect of repositioning on nearby genes?

From snapshots to movies: dynamic features of the nuclear structures and proteins
A further refinement of fluorescence imaging techniques was the use of in vivo fluorescence labeling of nuclear proteins. This allowed analysis of the changes in nuclear domains over time (Misteli et al., 1997), and fluorescence bleaching techniques provided dynamic parameters such as residence time or diffusion coefficients for a number of nuclear proteins (Phair et al., 2004; Meshorer et al., 2006). This completely changed the perception of nuclear architecture: far from being composed of fixed, immobile domains, the nucleus is a highly active structure in which most chromatin components have residence times on DNA between seconds and minutes (reviewed by Misteli, 2001; Mueller et al., 2010). Direct measurement of chromatin movement itself completed the picture (Robinett et al., 1996; Heun et al., 2001; Chubb et al., 2002): not only are most chromatin-bound proteins highly dynamic, but the genome itself moves within the nuclear space, following in most cases a random walk. For example, in budding yeast a locus is able to travel across the entire nucleus (~1.5-2 µm) in less than 10 s (Heun et al., 2001). Loci in mammalian cells sample a much smaller region of the nucleus as the nuclear space is larger (Chubb et al., 2002). Such measurements, although carried out on a limited number of loci, have provided quantification of in vivo chromatin movement, such as compaction or displacement speed inside the nucleus (reviewed by Lanctôt et al., 2007). These parameters are essential for physical modeling of chromatin in the era of genome-wide chromatin studies. Together, microscopy studies have been instrumental in uncovering large-scale structures, understanding the functional organization of the nucleus and characterizing nuclear dynamics. Although high-throughput automated fluorescence in situ hybridization (FISH) and imaging techniques coupled to genome-wide RNA interference (RNAi) can uncover gene-positioning determinants (Shachar et al., 2015), imaging-based approaches reach their limits when more than a handful of loci and structures are imaged simultaneously and remain limited by the resolution of light microscopes.

Genome-wide molecular techniques for assessing nuclear organization
Overcoming these limitations, the appearance of new molecular techniques has allowed nuclear domains to be analyzed at the sequence level on a genome-wide scale. DNA adenine methylation identification (DamID; Box 2) permits molecular mapping of interactions between chromatin and any type of nuclear protein. Chromosome conformation capture techniques (C-techniques; Box 3) uncover contacts between distant genomic loci. The combination of both techniques has dramatically advanced our understanding of the structure of the genome inside the nucleus and provided new clues regarding the determinants and regulators of genome folding. In parallel, these studies have raised a number of discrepancies between microscopy and mapping data (discussed below).

DamID: how many chromatin types?
DamID was originally developed as an alternative to chromatin immunoprecipitation without the need for crosslinking and immunoprecipitation (van Steensel and Henikoff, 2000). DamID is based on the expression of trace levels of a fusion protein between a nuclear protein and the Escherichia coli DNA adenine methyltransferase Dam. Chromatin proximal to the fusion protein gets methylated at GATC motifs; methylated fragments can be extracted, amplified and hybridized to microarrays or sequenced. As there is no need for chromatin purification, DamID is particularly useful when the protein of interest is part of an insoluble complex, such as the nuclear lamina or nuclear pores (see below). Moreover, DamID is highly sensitive, as the procedure can be carried out with single cells and is amenable to high-throughput studies with tens of
of contacts between restriction fragments of two genomic stretches, in particular the appearance of clusters of multiple independent ligation events between these stretches. An enrichment is then scored as a contact between genomic stretches.

Contact frequencies are often used as a proxy for the spatial juxtaposition of sequences in vivo. This appears to be valid in most cases in which FISH data has been used to corroborate conformation capture experiments (Simonis et al., 2006; Nora et al., 2012; Giorgetti et al., 2014; Crane et al., 2015). There is still some debate about what C-techniques are actually measuring (Gavrilo et al., 2013; reviewed by Belmont, 2014; Williamson et al., 2014) and discrepancies between laboratories might arise from the experimental system used for chromosome conformation capture.

### Box 3. Chromosome conformation capture-derived techniques

Chromosome conformation capture techniques (C-techniques) are based on the principle that restriction fragments can be ligated when close together (regardless of linear distance separating them). Different variations of the C-techniques exist but the initial steps are the same. Chromatin is cross-linked with formaldehyde and cut with a restriction enzyme. Fragments are ligated together, leading to ligation products between distant fragments on the linear genome.

#### One-to-one and one-to-many techniques

3C relies on semi-quantitative PCR with a pair of primers hybridizing near the ends of restriction fragments of interest (Dekker, 2008). When repeated for many pairs, this gives a matrix of relative ligation efficiency for all studied fragments.

The 4C methodology (circularized 3C) involves the creation of small DNA circles by another round of restriction digest and ligation (Simonis et al., 2009). These circles are amplified using inverse PCR and either hybridized to microarrays or sequenced. This approach gives a genomic view of all possible contacts between one site (often called viewpoint) and the rest of the genome at high resolution.

#### Many to many

The SC technology (carbon copy 3C) gives an overview of contacts between multiple sequences (Dostie et al., 2006). Instead of using an oligonucleotide pair, numerous oligonucleotides corresponding to the different restriction sites in the genomic region of interest are hybridized. The 5’ end of all these primers carry the same sequence as that used for PCR amplification. PCR products are either hybridized to microarrays or sequenced. The result is a matrix of contact frequencies for many sites.

#### All to all

For Hi-C, restriction ends are labeled using biotin-tagged nucleotides (Lieberman-Aiden et al., 2009; Rodley et al., 2009; Duan et al., 2010). After ligation, purification and shearing, ligated fragments are pulled down using biotin and sequenced. A matrix of contact frequencies between all restriction fragments in the genome can be constructed.

Importantly, one restriction fragment can only ligate once in any given haploid cell. Therefore, contact maps constructed using C-techniques are probabilistic and represent the likelihood of contact between two given fragments. Resolution of these techniques depends on the size of the restriction enzyme recognition sequence and the sequencing depth of libraries. Whereas initial studies achieved only megabase resolution, the latest study with 15 billion contact reads reaches kilobase resolution (Rao et al., 2014).

SC or Hi-C data are usually represented as color-coded log-scale contact frequency matrices, often showing only half of the symmetric matrix. Each pixel represents the one-to-one contact frequency with another region of the genome (Fig. 2B). Contact frequencies with co-linear DNA (neighboring sequences on the same chromosome) are higher than with sequences located further away (intrachromosomal contacts) or on other chromosomes (interchromosomal contacts, orders of magnitude less frequent).
and/or the biological material (Noordermeer et al., 2011; Andrey et al., 2013; Williamson et al., 2014). However, one can reasonably assume that ligation frequency observed using Hi-C and 4C approaches reflects in vivo contact frequency of the restriction fragments and thus their physical proximity, combined with overall chromatin compaction of the domain to which the restriction fragment belongs. In any case, functional tests, such as enhancer assays, remain the gold standard to demonstrate the reality and functional relevance of the captured contacts (Montavon et al., 2011; Andrey et al., 2013).

Among eukaryotes, Hi-C has been carried out in a number of yeast species, Caenorhabditis elegans, Drosophila, a variety of mammalian cells and Arabidopsis. Reassuringly, global genome organization features described using microscopy techniques were reproduced. Chromosomes are organized in territories, creating the characteristic high-contact diagonal as represented on a Hi-C map (Fig. 2B; Lieberman-Aiden et al., 2009; Sexton et al., 2012; Crane et al., 2015; Guidi et al., 2015). Centromeres and/or telomeres have a tendency to cluster for yeast, Drosophila and Arabidopsis chromosomes (the so-called Rabl configuration, named in honor of Carl Rabl who described it in 1885; Rodley et al., 2009; Duan et al., 2010; Hou et al., 2012; Sexton et al., 2012; Grand et al., 2014; Guidi et al., 2015; Mizuguchi et al., 2015). At low resolution, two major compartments are identified, a perfect reflection of Heitz’s century-old microscopy observations (Fig. 2A). The first compartment comprises more open and active chromatin (compartment A, similar to euchromatin) whereas the second is more closed (or compact), harboring repressed chromatin marks (compartment B, similar to heterochromatin). These compartments cluster together inside the nucleus, with active chromatin making more interchromosomal contacts than heterochromatin (Simonis et al., 2006; Lieberman-Aiden et al., 2009; Splinter et al., 2011; Kalhor et al., 2012; Sexton et al., 2012; Nagano et al., 2013). At higher resolution, preferential clustering of chromatin marked with similar epigenetic modifications is observed, probably homologous to subnuclear domains identified using immunofluorescence (Lieberman-Aiden et al., 2009; Sexton et al., 2012). Five major types of chromatin domains could be characterized based on

Fig. 2. Chromatin domain folding at different scales. (A) Hierarchical chromatin folding inside the nucleus, as uncovered by chromosome conformation capture. Each chromosome occupies a distinct nuclear space, termed the chromosome territory. Intrachromosomal contacts are orders of magnitude more frequently captured than interchromosomal ones. Chromosome territories can be further split into A and B compartments, transcriptionally more active or inactive, respectively. Interchromosomal contacts between domains from the same compartments (A/A, B/B) are more frequent than those between different compartments (A/B), and A compartments make more contacts than B ones. The A/B compartments are organized in superdomains, which include mostly domains belonging to the same chromatin type. Superdomains group together topologically associated domains (TADs; also known as chromosomal interaction domains or CIDS) of similar chromatin type. Inside TADs, loop formation is favored, in particular between enhancers and promoters. A number of proteins previously characterized as insulators show high enrichment between TADs and/or at the base of the loops. Loops are formed by the combined action of loop extrusion factors (LEFs, probably SMC complexes) and boundary factors (BFs, such as CTCF). (B) TADs/CIDs are conserved between cell types and paralogous regions between species. Contact matrices of a 5-Mb region centered on the HoxD locus in two different mouse and human cell types (ESC, embryonic stem cell; IMR90, fetal lung fibroblast; HUVEC, umbilical vascular endothelium). The TAD structure is outlined (solid lines), as well as one superdomain (dashed lines). Genes (Refseq) are shown under the contact matrices (not all transcripts shown owing to scale). Color intensity varies between experiments because the number of ligation events sequenced in the different experiments is variable. However, overall patterns of contacts are very similar between cell types of the same species as well as between species. Matrix visualization from http://promoter.bx.psu.edu/hi-c/view.php, using data from Dixon et al. (2012) and Rao et al. (2014).
clustering affinity and transcriptional activity. Three transcriptionally more ‘silent’ types were observed as well as two transcriptionally more ‘active’ types, highly reminiscent of the five chromatin types characterized using high-throughput DamID studies (Filion et al., 2010; Rao et al., 2014).

By providing a genome-wide view of nuclear organization, DamID and Hi-C have uncovered a wealth of structures that microscopy techniques were unable to characterize. The genome-wide character of these techniques gives additional statistical power to the analysis, necessary to assess the generality of these structures across cell types and species. Finally, the combination of genome-wide approaches with recent genome-editing techniques has started to demonstrate the functional importance of these recently discovered structures.

Lamina-associated domains, organization and dynamics of perinuclear heterochromatin

One of the common features of most cell types is the presence of dense heterochromatin at the nuclear periphery, contacting a dense insoluble network of intermediate filaments, the nuclear lamina (Towbin et al., 2009). Mutations in genes encoding nuclear lamins are linked to a number of human diseases called laminopathies, ranging from muscular dystrophies to lipodystrophies and accelerated aging (Gruenbaum and Foisner, 2015). These pathologies suggest that nuclear lamins and, more generally, lamina-associated heterochromatin might have a function in regulating gene expression. As discussed above, fluorescence microscopy studies demonstrated that silent genes tend to be found at the nuclear periphery. However, although the chromatin at the nuclear periphery is in general transcriptionally repressed, perinuclear localization per se is not repressive for every gene. When a genomic segment is artificially tethered to the nuclear lamina, the transcriptional modulation is gene specific, with some genes insensitive to tethering and others being repressed (Finlan et al., 2008; Kumaran and Spector, 2008; Reddy et al., 2008). The nuclear lamina is therefore thought to act as a scaffold to anchor silent chromatin at the nuclear periphery, rather than to actively repress gene transcription (Ruault et al., 2008; Towbin et al., 2009).

DamID with lamin fusions in both Drosophila and mammalian cells provided the first genomic view of lamina-proximal sequences (Pickersgill et al., 2006; Guelen et al., 2008). These sequences are organized in large lamin-associated domains (LADs), the sizes of which range from 0.1 to 10 megabases. In agreement with the heterochromatic aspect of lamina-proximal chromatin, LADs are mostly gene-poor, transcriptionally silent and late replicating. LAD chromatin is enriched for silent marks (H3K9 and H3K27 methylation) and deprived of active ones (Pickersgill et al., 2006; Guelen et al., 2008; Peric-Hupkes et al., 2010; Kind et al., 2013). Megabase-sized LAD sequences can autonomously direct localization to the nuclear rim when integrated in a non-LAD locus (Zullo et al., 2012; Harr et al., 2015). The mechanistic basis of LADs directing to the nuclear lamina is still debated, in particular the relative importance of specific binding motifs versus chromatin modifications. Two non-exclusive models have been proposed: a zipping structure in which LAD formation occurs from a limited number of sequences, or individual buttons/anchor points spread across the LAD. In favor of a zipping structure, individual LADs are usually very large and show long contact runs with the nuclear lamina rather than individual independent interactions sites (Kind et al., 2015). Along a single chromosome, LAD formation is coordinated even at megabase distances (Kind et al., 2015). This suggests that perinuclear attachment of one LAD or part of a LAD greatly increases the likelihood of LAD formation on other parts of the chromosome. In favor of the second model, a number of sequences in the kilobase range containing transcription repressor binding sites have been described as sufficient for perinuclear anchoring (Zullo et al., 2012; Bian et al., 2013; Harr et al., 2015). However, in all cases, targeting to the nuclear periphery depends on histone modifiers, either deacetylases or H3K9 and H3K27 methyltransferases. This suggests that the initial binding of the transcription repressor is accompanied by chromatin modifications, which in turn mediate perinuclear anchoring. This is consistent with results obtained from two genetic screens in C. elegans, which identified H3K9 methylation as a sufficient signal for perinuclear anchoring, and a perinuclear chromodom domain protein (named CEC-4) as the methylated H3K9 anchor (Towbin et al., 2012; Gonzalez-Sandoval et al., 2015). By contrast, a number of studies have shown that histone acetylation impairs LAD formation (Pickersgill et al., 2006; Kind et al., 2013).

The developmental dynamics of LADs were studied in mouse cells during the transition from undifferentiated stem cells to astrocytes. In any cell type, 1100-1400 LADs are present, with a size ranging from 40 kb to 15 Mb and covering ~40% of the genome (Peric-Hupkes et al., 2010). When comparing different cell types, two types of LADs are detected. The vast majority of LADs are constitutive and present in all cell types, covering 33% of the genome. Constitutive LADs have a very low gene content, a high A/T element frequency and are enriched for long interspersed elements (Meuleman et al., 2013). These LADs are conserved between mouse and human, supposedly creating a fixed backbone of chromosomes at the nuclear periphery (Meuleman et al., 2013; Kind et al., 2015). The other, minority, type of LADs are facultative, and present in a cell type-specific manner (Meuleman et al., 2013). Facultative LADs contain either a single gene or multiple genes (Peric-Hupkes et al., 2010). When comparing the localization of these facultative LADs during differentiation from embryonic stem cells (ESCs) to neuronal progenitors to astrocytes, relocalization from the nuclear interior (non-LAD situation) to the nuclear periphery (LAD situation) is correlated with gene repression. Conversely, however, detachment from the nuclear lamina does not always correlate with gene activation, but in some cases appears to ‘unlock’ the locus or loci for transcriptional activation in a subsequent differentiation step (Peric-Hupkes et al., 2010).

DamID experiments with nuclear lamins have provided a clear framework on how the genome interacts with the nuclear periphery and started to shed light on the cell-to-cell variability of genome nuclear organization. The comparison of DamID and Hi-C data shows that the LAD boundaries are very often limits of domains defined by the latter technique (see below), suggesting a crosstalk between LADs and genome topology (Kind et al., 2015).

Multi-scale compartmentalization of chromosomes: from topologically associated domains to loops

The combination of more frequently cutting restriction enzymes and ever-deeper sequencing has allowed finer resolution of C-technique maps, revealing that chromosomes are folded into overlapping multi-scale compartments (Fig. 2A; see Table 1 for a summary of key studies). The large A and B compartments can be split into megabase-size contact domains (1-10 Mb, termed megodomains). Megodomains group together a number of smaller topologically associated domains (TADs), also called globules or chromosomal interaction domains (CIDs) (Dixon et al., 2012; Nora et al., 2012; Sexton et al., 2012; Le et al., 2013; Mizuguchi et al., 2015). The
Table 1. Chromosome conformation capture studies identifying chromatin domains folds and their boundaries

<table>
<thead>
<tr>
<th>Cell type(s)</th>
<th>Protocol</th>
<th>Number of contacts sequenced ($\times 10^6$)</th>
<th>Resolution</th>
<th>Nomenclature</th>
<th>Number of domains identified</th>
<th>Size of identified domains</th>
<th>Domain boundary marks</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human lymphoblastoid (GM 6990); erythroleukemia cell line (K562)</td>
<td>Hi-C</td>
<td>8</td>
<td>1 Mb</td>
<td>A/B compartments (chromosome territories); megadomains</td>
<td>ND</td>
<td>&gt;200 Mb</td>
<td>ND</td>
<td>Lieberman-Aiden et al., 2009</td>
</tr>
<tr>
<td>Human GM12878 (lymphoblastoid)</td>
<td>Hi-C</td>
<td>22</td>
<td>1 Mb</td>
<td>A/B compartments</td>
<td>ND</td>
<td>Mean: 475 kb</td>
<td></td>
<td>Kalhor et al., 2012</td>
</tr>
<tr>
<td>Drosophila embryonic nuclei</td>
<td>3C-seq</td>
<td>362</td>
<td>ND</td>
<td>Physical domains; A/B compartments</td>
<td>1169</td>
<td>Median: 62 kb; mean: 117 kb</td>
<td>CP190 chromator active marks: BEAF-32, H3K4me3; silent marks: H3K27me3</td>
<td>Sexton et al., 2012</td>
</tr>
<tr>
<td>Mouse ESCs; neuronal progenitor cells; embryonic fibroblasts</td>
<td>5C</td>
<td>0.02</td>
<td>ND</td>
<td>TADs</td>
<td>1051</td>
<td>0.2-1Mb</td>
<td>CTCF and cohesin</td>
<td>Nora et al., 2012</td>
</tr>
<tr>
<td>Mouse ESCs; human ESCs; human IMR90 fibroblasts</td>
<td>Hi-C</td>
<td>1700</td>
<td>&lt;100 kb</td>
<td>Megabase-sized topological domains; LADs</td>
<td>2200</td>
<td>Median: 880 kb</td>
<td>15% of CTCF-binding sites; H3K9me3 (differentiated cells); TSS; housekeeping genes; RNA genes; Alu SINE elements (humans)</td>
<td>Dixon et al., 2012</td>
</tr>
<tr>
<td>Drosophila Kc167 cells</td>
<td>Hi-C, 3C, 5C</td>
<td>373</td>
<td>4-20 kb</td>
<td>Domains</td>
<td>1100</td>
<td>Median: 61 kb; mean: 107 kb</td>
<td>BEAF-32, CTCF and CP190; RNAPII; transcription factors and insulator proteins</td>
<td>Hou et al., 2012</td>
</tr>
<tr>
<td>Mouse ESCs and ESC-derived neural precursors</td>
<td>5C</td>
<td>214</td>
<td>High</td>
<td>Sub-TADs</td>
<td>1551</td>
<td>Mean: 1.15 Mb</td>
<td>CTCF; cohesin</td>
<td>Philipp-Cremins et al., 2013</td>
</tr>
<tr>
<td>Male mouse splenic CD4+ Y cells</td>
<td>Single-cell Hi-C</td>
<td>190</td>
<td>1 Mb</td>
<td>Trans-chromosomal contacts; cis-contacts</td>
<td>1403</td>
<td>Mean: 1.7 Mb; median: 10.5 kb</td>
<td>ND</td>
<td>Nagano et al., 2013</td>
</tr>
<tr>
<td>Human fibroblasts (IMR90)</td>
<td>Hi-C</td>
<td>3400</td>
<td>40 kb</td>
<td>Promoter-enhancer contacts</td>
<td>11,313</td>
<td>100 bp-50 kb; median: 10.5 kb</td>
<td>ND</td>
<td>Jin et al., 2013</td>
</tr>
<tr>
<td>Caulobacter crescentus</td>
<td>Hi-C</td>
<td>111</td>
<td>ND</td>
<td>CIDs</td>
<td>23 CIDs</td>
<td>ND</td>
<td>ND</td>
<td>Le et al., 2013</td>
</tr>
</tbody>
</table>
characteristic of TADs is that sequences inside TADs show higher contact frequencies between them than with sequences in neighboring TADs (this phenomenon is known as insulation). In the contact frequency matrix, TADs appear as triangles with high contact frequency values along the diagonal of the chromosome (Fig. 2B). TADs have been identified in all species examined (a number of bacterial species, many yeast species, various Drosophila species, C. elegans, mouse and human cells; Table 1 and references therein), although the domains are not as clearly defined in Arabidopsis (Feng et al., 2014; Grob et al., 2014).

The observation that the genome folds into TADs raised questions regarding the mechanisms of TAD formation and of their possible biological function.

<table>
<thead>
<tr>
<th>Cell type(s)</th>
<th>Protocol</th>
<th>Number of contacts sequenced ($\times 10^6$)</th>
<th>Resolution</th>
<th>Nomenclature</th>
<th>Number of domains identified</th>
<th>Size of identified domains</th>
<th>Domain boundary marks</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human HeLa S3 cells</td>
<td>5C, Hi-C (EcoRI, HindIII)</td>
<td>104</td>
<td>1 Mb</td>
<td>ND</td>
<td>1692</td>
<td>ND</td>
<td>ND</td>
<td>Naumova et al., 2013</td>
</tr>
<tr>
<td>Drosophila embryonic cells</td>
<td>4C-seq (DpnII)</td>
<td>3880</td>
<td>ND</td>
<td>Promoter-enhancer contacts; TADs</td>
<td>1389 interactions</td>
<td>110 kb</td>
<td>Active marks: H3K27ac, H3K4me3, H3K79me3, H3K4me1 and Pol II</td>
<td>Ghavi-Helm et al., 2014</td>
</tr>
<tr>
<td>Arabidopsis thaliana</td>
<td>Hi-C (HindIII)</td>
<td>812</td>
<td>ND</td>
<td>A and B compartments (loose and compacted structural domains); interchromosomal clusters</td>
<td>10 interchromosomal clusters</td>
<td>ND</td>
<td>Active marks: H3K36me2-me3, H3K4me2-me3, H3K9ac, at LSDs; silent marks: H3K27me3 at CSDs</td>
<td>Grob et al., 2014</td>
</tr>
<tr>
<td>Arabidopsis thaliana</td>
<td>Hi-C (HindIII)</td>
<td>41-66</td>
<td>20</td>
<td>IHIs</td>
<td>10 IHIs</td>
<td>200-1600 kb</td>
<td>Silent marks: H3K9me2 and H3K27me1; negative correlation with H3K4me1/2/3</td>
<td>Feng et al., 2014</td>
</tr>
<tr>
<td>Human GM12878 B-lymphoblastoid cells; cell lines from human germ layers; mouse B-lymphoblasts (CH12-LX)</td>
<td>Hi-C (DpnII, MspI, HindIII, Ncol, BspHII)</td>
<td>25,000</td>
<td>1-5 kb</td>
<td>Chromatin loops</td>
<td>ND</td>
<td>Median: 185 kb</td>
<td>Active mark: H3K36me3</td>
<td>Rao et al., 2014</td>
</tr>
<tr>
<td>H1 human ESCs and four H1-derived lineages</td>
<td>Hi-C (HindIII)</td>
<td>3850</td>
<td>40 kb</td>
<td>A/B compartments; TADs</td>
<td>ND</td>
<td>ND</td>
<td>Active marks: H3K4me1, DHS, H3K27ac, CTCF; silent marks: H3K27me3, H3K9me3</td>
<td>Dixon et al., 2015</td>
</tr>
<tr>
<td>C. elegans embryonic cells</td>
<td>Hi-C (DpnII)</td>
<td>824</td>
<td>30 kb</td>
<td>DCC-dependent TAD</td>
<td>17 TAD boundaries on X; eight are DCC dependent</td>
<td>1 Mb</td>
<td>Seven rex sites at the eight DCC-dependent TAD boundaries</td>
<td>Crane et al., 2015</td>
</tr>
<tr>
<td>Human cell lines</td>
<td>ChIA-PET</td>
<td>364</td>
<td>4 kb</td>
<td>CCDs</td>
<td>ND</td>
<td>ND</td>
<td>Cohesin, CTCF; active marks: RNAPII</td>
<td>Tang et al., 2015</td>
</tr>
<tr>
<td>Human ESCs</td>
<td>ChIA-PET</td>
<td>400</td>
<td>4 kb</td>
<td>CTCF-CTCF loops</td>
<td>ND</td>
<td>ND</td>
<td>Cohesin, CTCF</td>
<td>Ji et al., 2016</td>
</tr>
</tbody>
</table>

BEAF-32, Boundary Element Associated Factor; CCDs, CTCF-mediated chromatin contact domains; CSDs, chromosome deletions; DCC, dosage compensation complex; DHS, DNase I hypersensitive sites; IHIs, interactive heterochromatic islands; LADs, lamin-associated domains; LSDs, loose structural domains; ND, not determined; PcG, Polycomb group; Pol III, DNA polymerase III; RNAPII, RNA polymerase II; SINE, short interspersed nuclear elements; TSS (transcription start sites).
TAD formation: internal interactions, boundaries and loop extrusion

TADs are similar to epigenetic domains defined by sets of histone modifications (Dixon et al., 2012, 2015; Nora et al., 2012; Sexton et al., 2012). However, TADs do not seem to be defined by these epigenetic marks, as mutations in key epigenetic regulators do not influence TAD structure (Nora et al., 2012; Williamson et al., 2014). The concordance between TADs and epigenetic domains might therefore be a consequence of TAD folding limiting epigenetic domains rather than the opposite (Nora et al., 2012; Williamson et al., 2014). Characterizing which sequences determine TAD formation is a challenge, considering these structures are several hundred kilobases in size. However, one can envision that TADs arise either by a set of intra-TAD interactions influencing the structure of the domain or by the creation of boundaries limiting interactions between TADs. Arguments and evidence for both hypotheses have been put forward, suggesting that a combination of both governs TAD formation.

The model of intra-TAD contacts creating the TAD structure is supported by studies of the structure of the mouse X chromosome Tsix TAD. Comparison of modeling and super-resolution FISH data allowed systematic interrogation of the function of each internal segment for correct TAD folding (Giorgetti et al., 2014). Two segments were found to be essential in silico; in vivo, deletion of these segments did indeed lead to TAD disruption (decrease of intra-TAD interactions) as predicted by the model. This suggests that Xist TAD formation is dictated by a limited number of high-interaction sites inside the TAD. Importantly, disrupting internal TAD structure leads to both TAD unfolding and higher inter-TAD contacts between the unfolded TAD and the adjacent one, suggesting the sharpness of the boundary between TADs depends on intra-TAD interactions (Giorgetti et al., 2014). Similarly, ablation of a number of factors known to create loops, such as the architectural proteins CCCTC-binding factor (CTCF) and cohesin, had a similar effect (Seitan et al., 2013; Sofueva et al., 2013; Zuin et al., 2014). The appearance of TADs by means of intra-TADs interactions is supported by theoretical studies of chromatin behavior (the strings and binders switch model; Nicodemi et al., 2008; Barbieri et al., 2012). In these models, chromatin is represented as a polymer (made of polymerized monomers), with a limited number of individual monomers with binding sites for a given factor able to bring together these specific monomers. The polymer exhibits a biphasic behavior depending on the concentration of the binding factor, with a switch-like transition between open (unfolded domain) and closed (the TAD) states.

By contrast, a number of experiments have provided data in favor of the creation of TADs by their boundaries. In flies and vertebrate cells, TAD boundaries are characterized by their enrichment for highly transcribed genes (in particular housekeeping and rRNA genes) and the associated euchromatic markers (H3K4 and H3K36 trimethylation; Dixon et al., 2012; Sexton et al., 2012; Phillips-Cremins et al., 2013). Active chromatin was even recently suggested to be causal in the formation of TADs in the Drosophila genome by creating less condensed regions between TADs (Ulianov et al., 2015). In the bacteria Caulobacter, insertion of a highly transcribed gene inside a TAD is even able to create a new TAD boundary, splitting the original TAD in two (Le et al., 2013). Additionally, in both mammals and Drosophila, a number of proteins previously characterized as insulators (proteins able to separate enhancers from promoters) are enriched at the TAD boundaries (Dixon et al., 2012; Hou et al., 2012; Sexton et al., 2012). Among these, CTCF and cohesin have attracted much attention. In flies, mice, and human cells, both factors are found at TAD boundaries although not exclusively present at these (85% of CTCF-binding sites are actually inside the TADs). CTCF and cohesin ChiA-PET (chromatin immunoprecipitation paired-end sequence tag, a variation of Hi-C in which a given factor is first immunoprecipitated before the Hi-C procedure is carried out) contact maps are very similar to Hi-C maps (Ji et al., 2015; Tang et al., 2015). Furthermore, CTCF depletion decreases intra-TAD contacts and increases inter-TAD contacts, leading to a less defined yet still present boundary. Similarly, cohesin depletion weakens intra-TAD contacts, in particular long-range ones, but the overall structure and boundaries of TADs remain preserved (Seitan et al., 2013; Sofueva et al., 2013; Zuin et al., 2014). This suggests that although CTCF and cohesins are present at the TAD boundaries, these factors reinforce TAD structure by increasing intra-TAD interactions and weakening inter-TAD contacts.

High resolution Hi-C showed that CTCF-binding sites are located at the base of chromatin loops (Rao et al., 2014). These binding sites are directional and loops are observed between adjacent convergent sites, whereas they are almost absent between divergent ones (Rao et al., 2014). The colocalization of CTCF and cohesin on chromatin suggested a mechanism for loop formation. Cohesins, which are members of the structural maintenance of chromosome (SMC) complex family, create large ring-like assemblies able to accommodate chromatin inside the ring (Fig. 2A, loop extrusion factor). The ATPase activity of cohesins led to the early suggestion that these complexes can extrude chromatin to create loops (Nasmyth, 2001). Based on this original idea, a number of recent models have included the directional boundary created by CTCF-binding sites (Rao et al., 2014; Nichols and Corces, 2015; Sanborn et al., 2015). In silico simulations using these models were indeed able to predict loop formation in vivo and, conversely, targeted deletions of CTCF-binding sites led to changes in loops as predicted by the models (Sanborn et al., 2015). Whether CTCF and cohesin are loaded together and/or travel together along DNA is not known. Similarly, how CTCF creates directional boundaries remains to be determined, although DNA bending has been suggested as a possible mechanism (MacPherson and Sadowski, 2010; Alipour and Marko, 2012; Nichols and Corces, 2015). A consequence of loop formation by CTCF and cohesin is that closely located divergent CTCF-binding sites lead to looping of the two adjacent genome stretches into different TADs. Conversely, convergent CTCF motifs lead to the formation of a loop between these. Genome-wide CTCF ChiA-PET confirms that the formation of individual loops or larger TADs (composed of multiple loops) depends on the spacing and orientation of CTCF-binding sites (Tang et al., 2015). Moreover, inverting CTCF-binding site orientation at the protocadherin or β-globulin loci leads to inversion of contact domains (Guo et al., 2015). Additionally, single nucleotide polymorphism variation in the CTCF motifs leads to altered CTCF binding and, consequently, altered looping (Tang et al., 2015). Moreover, divergent CTCF sites are found at evolutionarily conserved TAD boundaries across deuterostomes (sea urchin, zebrafish, mouse and human; Gómez-Marín et al., 2015).

The formation of directional loops is an attractive model to explain TAD formation. However, CTCF is not present in all organisms in which TADs have been observed (e.g. C. elegans, fission yeast or Caulobacter). It is therefore likely that other factors are playing a similar role in those organisms, presumably together with SMC family complexes. TADs in Schizosaccharomyces pombe depend on cohesin, which again implies the involvement of SMC proteins and chromatin extrusion. Strikingly, in nematodes,
the formation of X chromosome-specific enhanced TADs, more clearly individualized compared with autosomal ones, follows the same logic: an SMC-like dosage compensation complex is loaded at binding sites (rex sites) from where it travels along the chromosome. The boundaries of the X-specific TADs are enriched for rex sites and deletion of a single rex site between two TADs leads to overlapping domains as observed by microscopy (Crane et al., 2015). How TAD reinforcement impacts on transcription remains, however, unclear.

Are TADs functional units?
As TADs are observed in almost all assayed organisms, a key question is whether these structures are functional units of the genome or a physical consequence of the polymeric nature of chromatin. In contrast to changes in the appearance of chromatin masses inside the nucleus revealed by EM, but in striking parallel to LADs, the TAD structure of chromosomes is largely invariant between different tissues (Dixon et al., 2012, 2015; Meuleman et al., 2013; Jin et al., 2013; Phillips-Cremins et al., 2013). For example, TAD boundaries are mostly the same in mouse or human embryonic stem cells (mESCs and hESCs) and differentiated cells of the same species (Fig. 2B). Similarly, TADs are almost identical in cells differentiated from hESCs (Dixon et al., 2012, 2015). The main differences between cell types are observed at the intra-TAD level, where contact frequencies decrease or increase. Decreased intra-TAD contact frequencies correlate with A-to-B compartment shifts and gene downregulation, whereas, conversely, increased intra-TAD contacts are associated with B-to-A shifts and gene upregulation (Dixon et al., 2015). Similarly, upon acute tumor necrosis factor α (TNFα) treatment, global transcriptional program changes have little effect on TAD structure (Jin et al., 2013).

Only two situations have been described in which TADs are rearranged to a greater extent, both of which involve condensin SMC complexes. The first one is the compensated X chromosome in C. elegans hermaphrodite animals, re-established each generation. The loading of the dosage compensation complex onto the X chromosome leads to a reinforced TAD structure with enhanced boundaries between TADs (see above). The second situation occurs during mammalian cell mitosis, during which condensin loading compacts chromosomes during prophase, leading to the mitotic chromosome structure. In metaphase, the TADs of the chromosomes completely disappear, replaced by a homogenous folding (Naumova et al., 2013). It remains unclear whether this is a consequence of the higher mitotic compaction of the chromosomes allowing more contact possibilities or whether this has a functional significance.

Even if TADs are not greatly changing between cell types and/or developmental stages, several clues point to a function of TADs in gene regulation. First, for a few tested TADs, genes inside the TAD tend to be co-regulated during development (Nora et al., 2012). Second, the majority of the long-range contacts occur within the same TAD: in fly embryos, enhancers are almost exclusively located in the same TAD as their target promoter, sometimes at very large distances, despite the small size of the genome (Ghavi-Helm et al., 2014). Similarly, in mouse, contacts between HoxD genes and distal enhancers occur in the same TAD (see below; Andrey et al., 2013) and, more generally, loops are restricted to within a single TAD (Jin et al., 2013; Rao et al., 2014; Ji et al. 2015; Tang et al., 2015). Early studies of the mouse Hbb genes and their respective enhancer locus control region (LCR) demonstrated that the promoter contacts the enhancer only in erythroid cells in which the globin genes are expressed (Tolhuis et al., 2002). However, this appears to be the case for a minority of genes, as only a small proportion of enhancer/promoter loops change between cell types (Ghavi-Helm et al., 2014; Rao et al., 2014). Most of these loops are invariant, as are the TADs to which they belong. Quantitatively, in human cells, from 9448 loops identified in one cell type, only 2-11% of them are different in other cell types (Rao et al., 2014). Out of these variant loops, most of them (>80%) are associated with promoters, but only 10-30% of the genes associated with these promoters show significant upregulation upon loop formation (Rao et al., 2014). Therefore, loops appear to be only loosely correlated with the transcriptional activation of the associated gene and most loops do not change upon activation or silencing (Jin et al., 2013; Ghavi-Helm et al., 2014; Rao et al., 2014). At least in Drosophila, promoter-enhancer loops correlate with the presence of paused polymerases (Ghavi-Helm et al., 2014). Although transcriptionally unproductive, these structures would present a dual advantage: on one hand, genes are ready for transcription triggered by the recruitment of additional transcription factors, while on the other hand these hubs sequester enhancers away from other promoters, thus impairing spurious transcriptional activation.

An additional argument in favor of a function for TADs comes from studies of human mutations leading to hand malformations (Lupiáñez et al., 2015). In individuals with such malformations, large deletions, inversions or duplications break TAD structure, in particular the boundaries between them. As a consequence, these rearrangements place genes in a different TAD, close to enhancers they should normally not interact with. Deletion of the homologous conserved genome region encompassing the TAD boundary in the mouse is sufficient to induce gene misregulation and phenocopy the human malformations. By contrast, similar-sized deletions not containing the TAD boundary are well tolerated (Lupiáñez et al., 2015). Presence of the gene in the correct TAD therefore appears to be essential for its correct expression pattern, at least in some cases.

A notable exception to the largely stable nature of enhancer/promoter loops is the HoxD locus. This locus, ~70 kb large, is located at the boundary between two large TADs (>600 kb each; Fig. 2B; Dixon et al., 2012). The 13 Hox genes form a cluster that undergoes sequential expression in time and space from the 3′ to the 5′ end, thereby patterning the body along the anterior-posterior axis, as well as the proximo-distal organization of the limbs and sexual organs. During arm and forearm specification (early phase of limb development), enhancers located in the 3′ TAD drive sequential activation of the proximal HoxD genes. Later, during digit specification, enhancers located in the 5′ TAD drive expression of some of the same HoxD genes (Andrey et al., 2013). The sequential use of regulatory input from different TADs therefore allows repeated use of the same patterning genes (arm/forearm first; digits later) with a TAD-specific set of enhancers, providing an additional level of transcriptional regulation. Understanding the molecular nature of the factors necessary to switch regulatory inputs from one TAD to another would be of great interest.

In conclusion, although TAD organization appears to be largely stable during development, this stability impacts on transcription as it restricts the number of enhancers with which a specific gene promoter can engage.

Cell fate and genome organization: what is the link?
A large number of electron and light microscopy studies have documented changes in nuclear organization during development. At the scale of the entire nucleus, heterochromatin is almost absent in embryonic cells and cell fate acquisition correlates with
heterochromatin appearance (Ahmed et al., 2010; Fussner et al., 2011). At the other end of the genome size scales, differential positioning of genes in embryonic and differentiated cells has been extensively documented (Chambeyron et al., 2005; Takizawa et al., 2008a; Meister et al., 2010). In apparent contradiction with these microscopy data, the new techniques capturing genome-wide structures and localization have revealed surprisingly few changes in the 3D organization of the genome over the course of development, at both the gene scale (enhancer-promoter contacts, loops; Ghavii-Helm et al., 2014; Rao et al., 2014) and more globally (TADs; Dixon et al., 2015).

How can these two types of observations be reconciled? One clue might come from the correlation established between epigenetic domains (highlighted by combinations of histone marks) and TADs. The former are clearly changing over the course of development as a reflection of cell type-specific activation or silencing of the genes contained in these domains, but domains themselves remain largely invariant. In other words, although TADs are stable structures, their epigenetic nature changes during differentiation. These changes could impact on the type of contacts a given TAD can establish with other TADs in the genome, creating large A/B compartments, which vary greatly between cell types (Dixon et al., 2015). However, the identification of such features requires capturing a very large number of contacts as most of the identified contacts are located in cis. Two studies, in human and Drosophila, have indeed observed such preferential contacts between TADs marked with similar chromatin marks ( Sexton et al., 2012; Rao et al., 2014). In favor of such a model, Hi-C with Cis elements for which formation is extensively documented (Chambeyron et al., 2005; Takizawa et al., 2011). At the other end of the genome size scales, differential positioning of genes in embryonic and differentiated cells has been extensively documented (Chambeyron et al., 2005; Takizawa et al., 2008a; Meister et al., 2010). In apparent contradiction with these microscopy data, the new techniques capturing genome-wide structures and localization have revealed surprisingly few changes in the 3D organization of the genome over the course of development, at both the gene scale (enhancer-promoter contacts, loops; Ghavii-Helm et al., 2014; Rao et al., 2014) and more globally (TADs; Dixon et al., 2015).
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