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ABSTRACT
Howperiodic patterns are generated is an open question. A number of
mechanisms have been proposed –most famously, Turing’s reaction-
diffusion model. However, many theoretical and experimental studies
focus on the Turing mechanism while ignoring other possible
mechanisms. Here, we use a general model of periodic patterning
to show that different types of mechanism (molecular, cellular,
mechanical) can generate qualitatively similar final patterns.
Observation of final patterns is therefore not sufficient to favour one
mechanism over others. However, we propose that a mathematical
approach can help to guide the design of experiments that can
distinguish between different mechanisms, and illustrate the potential
value of this approach with specific biological examples.

KEY WORDS: Periodic patterning, Reaction-diffusion, Turing,
Mathematical biology, Pattern formation, Pigment pattern

Introduction
Periodic patterns – most commonly stripes or spots – arise in a
variety of organisms and tissues across a wide range of length scales
(Marcon and Sharpe, 2012). Well-studied examples include hair
follicle distribution in mouse epidermis (Sick et al., 2006; Stark
et al., 2007), animal coat patterns (Frohnhöfer et al., 2013;
Nakamasu et al., 2009; Yamaguchi et al., 2007) and digit/non-
digit patterning during limb chondrogenesis (Badugu et al., 2012;
Raspopovic et al., 2014; Sheth et al., 2012). There are multiple
mechanisms by which periodic patterns can be generated, which
have been exploited in different contexts in developing organisms.
For example, apparently periodic stripes can be positioned
independently, as in the case of stripes of pair-rule gene
expression in the Drosophila embryo, which are controlled by
separate enhancers (Jaeger, 2011; Stanojevic et al., 1991). Another
way to generate stripes is to use an oscillator that introduces
periodicity temporally, such as the ‘clock and wavefront’model that
has been proposed to explain the periodic appearance of somites
(Cooke and Zeeman, 1976; Oates et al., 2012). Alternatively, a
‘switch and template’ patterning mechanism has been proposed to
pattern photoreceptors in the Drosophila eye (Lubensky et al.,
2011). In this article, we focus on a fourth, and commonly used, way
to generate periodic patterns by regulation of pattern spacing.
In this case, an initially homogeneous tissue self-organizes into a

periodically repeated pattern with a stereotyped distance between
neighbouring stripes or spots. Recent studies suggest that this
mechanism is at play in a variety of systems. One indication that
stripes are generated via this mechanism, as opposed to each stripe
having an independent identity or being established sequentially by
a moving oscillator, is the presence of pattern bifurcations – the

splitting of a stripe into two (Doelman and van der Ploeg, 2002).
Such bifurcations have been observed in a number of tissues,
including angelfish and zebrafish pigment stripes (Kondo and Asai,
1995; Yamaguchi et al., 2007), ridges on the hard palate (Economou
et al., 2012) and digits of perturbed mouse limbs (Sheth et al.,
2012). Various mechanisms have been proposed to explain the
apparently spontaneous generation of regularly spaced stripes,
which will be discussed in detail below.

In the 1950s, Alan Turing devised the reaction-diffusion model to
explain how periodic patterning could be achieved (Turing, 1952).
This model consists of a fast-diffusing inhibitor molecule and a slow-
diffusing activatormolecule. Interactionsbetween these twomolecules
can generate periodic patterns, with a spacing determined by the
diffusivity of the activator and inhibitor. Reaction-diffusion models
have been used to explain a number of periodic patterns in biological
systems, ranging from the spontaneous organization of bacterial
populations using synthetic biology approaches (Liu et al., 2011) to
developmental patterning events such as feather formation (Jung et al.,
1998; Michon et al., 2008), lung branching (Menshykau et al., 2012;
Miura and Shiota, 2002) and left/right asymmetry (Nakamura et al.,
2006; Nonaka et al., 2002; for a recent review seeMarcon and Sharpe,
2012). Moreover, mathematical simulations of different reaction-
diffusion schemes can successfully reproduce a variety of natural
periodic patterns in silico (Asai et al., 1999; Kondo and Miura, 2010;
Miura and Maini, 2004; Miura et al., 2006; Murray, 1982).

However, Turing-like reaction-diffusion models are not the only
way of generating periodic patterns in silico. Cell-based
mechanisms generate periodic patterns using cell-cell interactions,
with the spacing controlled by both the length scale of these
interactions and by cell motility (Nakamasu et al., 2009; Zeng et al.,
2004). Mechanical mechanisms can produce periodicity via
mechanical instabilities, in which case the pattern spacing
depends on the material properties of the tissue (Milinkovitch
et al., 2013; Painter et al., 2012; Savin et al., 2011). Furthermore,
there is experimental evidence to suggest that these alternatives
might be relevant in vivo. For example, cell-cell interactions are
necessary for zebrafish pigment cell patterning (Nakamasu et al.,
2009) and tissue mechanics are important for patterning villi in the
gut (Shyer et al., 2013). This raises the question: for a particular
periodic pattern, how do we determine whether the mechanism is
reaction-diffusion (molecular) versus cellular or mechanical?

A major challenge in answering this question is that periodic
patterning involves complex, interacting, spatiotemporal processes,
which might not be intuitively accessible. It can therefore be
challenging to design experiments that (1) have different predicted
outcomes for different hypotheses and (2) rigorously test different
hypotheses. Similarly, it can be difficult to interpret existing
experimental data from the literature, and the extent to which it
favours one mechanism over another.

In this article, we explore a mathematical approach to address
these challenges. First, we provide some examples of periodic
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patterning mechanisms and identify features that are common to
many mechanisms. We then formalize these similarities using a
mathematical model, and show that different mechanisms can
generate similar final patterns. Therefore, agreement of in vivo and
in silico final patterns is not a good test of the different hypotheses.
To address this limitation, we develop mathematical tools to
describe differences between the mechanisms. Using these tools, we
discuss several experimental approaches with the aim of either
(1) classifying a given mechanism as molecular, cellular or
mechanical in nature or (2) rigorously testing a particular
hypothesis for periodic patterning.
These mathematical tools rely on simplified descriptions of

the biology and cannot substitute for a detailed experimental
characterization of a system. Instead, we suggest that the mathematics
can help to abstract a complicated biologicalmechanism and to develop
an intuition when designing experiments and interpreting results. We
discuss the potential utility of these tools as applied to several
experimental systems.

Periodic patterning mechanisms in biological systems
Previous studies have identified a common feature in many periodic
patterning mechanisms: ‘local activation, long-range inhibition’
(Gierer and Meinhardt, 1972; Meinhardt and Gierer, 1974, 2000;
Oster and Murray, 1989). Local activation creates areas of increased
pattern density throughout space; long-range inhibition ensures that
these areas of increased density form at a defined distance from one
another separated by areas of low pattern density, thus generating a
periodic pattern. This principle applies to multiple periodic
patterning mechanisms, as outlined below.
Here we consider several models of periodic patterning, which

include molecular, cellular andmechanical processes (see Fig. 1 and
Table 1). It is important to note that these mechanisms are not
mutually exclusive, nor do they represent all possible means of
generating a periodic pattern. However, they serve to illustrate our
approach and we believe that they may often form the core of more
complex mechanisms in vivo.

Molecular mechanisms
As described above, Turing’s reaction-diffusion model uses two
interacting molecules – a fast-diffusing inhibitor and a slow-
diffusing activator – to generate periodic patterns spontaneously
(Turing, 1952) (Fig. 1). Local activation is achieved by the slowly
diffusing activator molecule and long-range inhibition is achieved

by the rapidly diffusing inhibitor molecule. Variants of Turing’s
original model can also generate periodic patterns, and include
models with different interaction logic, e.g. the substrate-depletion
model (Gierer and Meinhardt, 1972) or models with more than two
molecular species (Satnoianu et al., 2000).

Many periodic patterns have been interpreted, at least in part,
using the reaction-diffusion model, although validation of putative
activator/inhibitor pairs – the so-called ‘Turing molecules’ – is often
lacking (Kondo and Miura, 2010). Candidate activator/inhibitor
pairs include Nodal/Lefty to pattern left/right asymmetry
(Nakamura et al., 2006), Wnt/Dkk or Eda/BMP to pattern hair
follicles (Mou et al., 2006; Sick et al., 2006) and Wnt/BMP to
pattern the digits in the mouse limb (Raspopovic et al., 2014).

Cell-based mechanisms
Instead of passively responding to amolecular prepattern as described
above, cells themselves can be active participants during patterning
(Fig. 1). For example, zebrafish pigment patterns are formed by the
interactions and movement of three different cell types (as discussed
further below) (Frohnhöfer et al., 2013; Nakamasu et al., 2009). Here,
we consider two examplemechanisms of cell-based patterning. In the
first case, two different cell types move to form a periodic pattern, and
proliferate according to their contact with neighbouring cells. This
type of mechanism could be conceptually similar to a reaction-
diffusion mechanism, if we replace diffusing activator/inhibitor
molecules with the undirected migration of activator/inhibitor cell
types. However, unlike diffusing molecules, cells can also undergo
directional movement – being either attracted to or repelled by
neighbouring cells – which can generate many more possibilities for
pattern formation (see supplementary material Section 1B).

In the second case, cells are static but communicate via direct
contact to regulate cell fate choices. An example would be where
nearest-neighbour cell contacts give local activation and longer-
distance contacts via cell protrusions give long-range inhibition.
This is illustrated by the formation of regularly spaced hair cells in
the fly notum, which is controlled by far-reaching, dynamic
filopodia that send out inhibitory Delta-Notch signals to distant
neighbours (Cohen et al., 2010).

Mechanical mechanisms
Mechanics alone can produce periodic patterns by generating
mechanical instabilities (Milinkovitch et al., 2013; Murray, 2003;
Murray andOster, 1984b; Shyer et al., 2013).We consider two types of
instability (Fig. 1). First, periodic buckling can be induced by growth of
an epithelial tissue. As a tissue grows within a confined space, it is
effectively compressed and a mechanical instability develops. This
compression provides long-range inhibition, since growth at any
location can be felt at a distance. Local activation is controlled by
resistance of the tissue to bending (‘bending rigidity’), which prevents
high tissue curvature. Thus, if a certain point in the tissue is moved up,
nearby tissue sectionswill also tend tomoveup, providing ananalogous
local activation. Together, these interactions result in buckling of the
tissue once growth exceeds a critical value, thereby generating periodic
tissue displacements. An example of growth-induced buckling is in the
formation of regularly spaced villi in the gut, in which several stages of
constrained growth cause the gut epithelial sheet to spontaneously bend
into periodic undulations (Shyer et al., 2013).

Second, cells migrating over and interacting with extracellular
matrix (ECM) can generate periodic patterns when a mechanical
instability develops as the result of cell movement. In vitro studies
show that migrating cells cause the ECM to contract by exerting
traction forces on it as they move (local activation) (Klumpers et al.,

Bending 
rigidity 

Mechanism Local activation Long-range inhibition 
1. Molecular 
Molecules respond by 
reaction and diffusion 

2. Cellular 
Cells respond: 

A. via cell movement 

B. via cell contacts 

3. Mechanical 
Instability generated by: 

A. growth 

B. cell traction 

Nearest-
neighbour cell-

cell contact 

Activator cell 

Slow-diffusing  
activator 

Cell traction 

Compressive 
force 

Cell 
protrusions 

Highly motile  
inhibitor cell 

Fast-diffusing 
inhibitor 

Elastic ECM 

Fig. 1. Periodic patterningmechanisms.Molecular, cellular and mechanical
mechanisms can produce periodic patterns. In each case, there are ‘local
activation, long-range inhibition’ interactions that control pattern spacing.
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2013). These forces are opposed by the long-range elasticity of the
ECM (long-range inhibition). Short-range contractility and long-
range rigidity can generate periodic ECM displacements and cell
condensations in silico, and have been proposed to generate periodic
condensations in an in vitro model of chondrogenesis (Murray,
2003; Murray and Oster, 1984a,b; Newman et al., 2008).
We now focus on the guiding question of this article: how can

different periodic patterning mechanisms be distinguished?

Different mechanisms can generate similar periodic
patterns in silico
A variety of periodic patterns have been modelled based on a
particular mechanism, often a Turing-like reaction-diffusion
mechanism (Kondo and Miura, 2010). Fig. 2 summarizes some of
these different patterns. However, differentmechanisms can produce

patterns that are qualitatively similar. The reason for this lies in the
shared ‘local activation, long-range inhibition’ property, which
means that each type of mechanism described above (see also Fig. 1)
falls into the same general class and can be approximated by a
common mathematical model (Cross and Hohenberg, 1993). This
common model is detailed in Box 1. Importantly, this model is
sufficient to predict several key features of periodic patterns (see
supplementary material Section 2 for further details). First, the
model predicts that periodic patterns can arise spontaneously from
an initially homogeneous state provided that some form of ‘local
activation, long-range inhibition’ is applied. Second, the final
pattern can be stripes, spots or zigzags, with the transition
determined by the specific parameters in the model. This transition
between stripes and spots has been observed in several genetic
mutants of fish pigment patterning (Asai et al., 1999), while zigzags
have been observed during stages of villi patterning in the gut (Shyer
et al., 2013). Third, in the absence of any factors that introduce bias
into the system, the orientation of the pattern can be random, or
labyrinthine, as seen for example in the zebrafish choker mutant
(Frohnhöfer et al., 2013) (see Fig. 5A). However, initial conditions
can bias the orientation of the pattern. For example, in zebrafish
pigment patterning it is thought that the first stripe is specified as an
initial condition and that further stripes form sequentially, parallel to
the first (Nakamasu et al., 2009). Finally, boundary conditions can
affect both the orientation of the pattern and the selection of stripes
versus spots in the final pattern. For example, boundary conditions
may explain why animals can have spotted coat patterns but striped
tail patterns, but not vice versa (Murray, 1988, 2008).

Since these features are common to many mechanisms
(molecular, cellular and mechanical) they cannot be used to
favour one mechanism over another. Therefore, the mechanism
underlying any particular periodic pattern cannot be determined
from its final appearance, and similarity of in vivo and in silico
patterns is not a rigorous test of a given hypothesis. In the remainder

Table 1. Parameter constraints on patterning mechanisms

Patterning mechanism Parameters Constraints on parameters

1. Molecular (reaction-diffusion)
A, activator; I, inhibitor

• Diffusion constants: DA, DI

• Molecular half-lives: τA, τI
• Reaction sensitivities: h

Inhibitor diffuses faster than activator: DI >DA (Murray, 1982, 2008)
Autoactivation is sufficiently sensitive: hAA > 1

2A. Cellular via cell movement
A, activating cell; I, inhibiting cell

• Cell motility: ηA, ηI
• Lifetime of a cell: τA, τI
• Sensitivity of cell

proliferation to other cells: h

Inhibitor cell is more motile: ηI > ηA; or there is directional
cell movement, e.g. activators aggregate: ηA < 0

2B. Cellular via cell contact signals • Sensitivity of cells to
signalling: h

• Length of protrusion:
Lprotrusion

Constraint not calculated*

3A. Mechanical with cell growth • Thickness of tissue: h
• % growth of tissue: g
• Stiffness of tissue: Esheet

• Stiffness of underlying
substrate: E

Sufficient growth of tissue:

g .
1
4

3E
Esheet

� �2=3
(Groenewold, 2001; Khang et al., 2008)

3B. Mechanical with cell movement
(assume small viscosities)

• Thickness of tissue: h
• Stiffness of tissue: E
• Poisson ratio of tissue: ν
• Traction force/area exerted

by cells: σtraction

Cell traction forces exceed ECM forces: σtraction > 0.5E
(Murray and Oster, 1984a)

Shown are parameter constraints that, for a given mechanism, guarantee periodic patterns will form. See supplementary material Section 1 for additional
information and further constraints.
*In contrast to many molecular signals, cell protrusions can have a very well-defined length scale, meaning that pattern formation can occur for a wide range
of parameters; see supplementary material Section 1 and Lopez (2006) for more details.

Stripes Spots 

None Initial 
conditions 

Boundary 
conditions 

A  Pattern types 

B  Pattern orientation  

Zigzags 

Fig. 2. Different mechanisms produce qualitatively similar final patterns.
A simple and generic model of periodic patterning can generate a variety of
patterns. (A) Stripes, spots and zigzags, which are common periodic patterns,
can be generated. (B) Stripes can either be randomly oriented (labyrinthine) or
oriented by initial conditions and/or boundary conditions. See Box 1 and
supplementary material Section 2 for a description of the model.
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of this article, we describe several mathematically inspired
approaches that can better distinguish mechanisms. These
approaches include two types of experiment: (1) those that can
broadly categorize a mechanism (e.g. as molecular, cellular or
mechanical); and (2) those that start from a hypothetical mechanism
and rigorously test the assumptions of that mechanism.

Experiments to distinguish broad categories of mechanism
One approach to identify the mechanism underlying a particular
patterning process is to design experiments that place the mechanism
into a broad category, e.g. molecular, cellular or mechanical, without
specifying a hypothesis a priori. Common experimental designs
include (1) observation and (2) perturbation of pattern formation.
Sometimes the interpretation of these experiments will be
straightforward. Careful observation of pattern formation can ‘rule
in’ hypotheses; for example, if extensive cell movement is observed
concomitant with patterning, this suggests a role for a cellular
mechanism. Perturbation, on the other hand, can ‘rule out’ hypotheses;
if, for example, perturbing tissue stiffness experimentally has no effect
on the pattern, a mechanical mechanism can likely be ruled out.
However, inmany cases, the resultswill not be as definitive andwill be
consistent with several categories of mechanism. Distinguishing
between categories therefore requires a more rigorous experimental
design, which we explore using mathematics.
The main challenge in designing this type of experiment is in

making the experimental predictions sufficiently generic to
encompass different mechanisms within a category, but sufficiently
specific to distinguish between categories. Oneway to achieve this is

by experiments in which different mechanisms have qualitatively
different outcomes. By focusing on qualitative outcomes, the
results are sufficiently generic to encompass different model
parameterizations in a single category. However, as discussed
previously, periodic patterning mechanisms share many qualitative
features and thereforewemust choose features that are specific to each
category. We describe two such approaches below.

Response to broad perturbations
Our first approach is to identify perturbations that affect the periodic
pattern in the same way for multiple mechanisms within the same
broad category, but have no effect on mechanisms from other
categories. We have identified a set of such perturbations using
dimensional analysis, which uses the fact that any equation that
describes the final pattern spacing must have units of length. For
example, amolecular reaction-diffusionmodel can be parameterized
by diffusion constants, D (unit: m2 s−1), molecular half-lives,
τ (unit: s), and reaction sensitivities (dimensionless). In order to
write an equation for the pattern spacing, λ (unit: m), we must have
λ∝ (Dτ)0.5 [since the units of (Dτ)0.5 are (m2 s−1×s)0.5 = m].
Therefore, for a reaction-diffusion model, the pattern spacing is
predicted to increase with changes in diffusion constants and/or
molecular half-lives. This prediction holds for all mechanisms
within the reaction-diffusion category, i.e. for mechanisms with
different parameter values, different numbers of components and
different types of molecular interactions. Dimensional analysis
makes assumptions about the units of the important parameters in the
system, but no assumptions on the model specifics.

Box 1. A mathematical description of a generic periodic patterning mechanism
Periodic patterns formed bymolecular, cellular andmechanical mechanisms have been analyzed using partial differential equations (PDEs). For each of the
example mechanisms in Fig. 1, we adapt existing PDE models to write a mathematical model for patterning. The assumptions and validity of each of these
example models is discussed in supplementary material Section 1.

In the following, we use a linearized reaction-diffusion PDE to illustrate our approach:

@

@t
A
I

� �
¼ DA 0

0 DI

� �
r2 A

I

� �
Diffusion

þ hAA=tA hAI=tA
hIA=tI hII=tI

� �
A
I

� �
Reactions

� t�1
A 0
0 t�1

I

� �
A
I

� �
:

Degradation

ð1Þ

Here,DA,DI are diffusion constants of activator/inhibitor molecules; τA, τI aremolecular half-lives;A, I are normalized concentrations of activator and inhibitor
molecules; and the reaction matrix h represents normalized sensitivities. For example, the autoactivation parameter, hAA, describes how sensitively the
production rate of A, fA, increases as a function of the concentration of A. Sensitivity has a clear biological interpretation – if activator concentration increases
by 1%, then the production of activator increases by hAA% (Paulsson, 2004).

In order to describe similarities between mechanisms, we recast them into a common framework, as formulated by Cross and Hohenberg (1993). These
authors showed that patterns form provided periodic disturbances grow over time, which is calculated by Fourier transforming Eq. 1 and looking for solutions
of the form:

A
I

� �
¼ A0

I0

� �
exp½mqt�: ð2Þ

Here, μq is the rate at which a periodic pattern with wavelength λ=2π/q grows over time, commonly referred to as a ‘dispersion relation’. Substituting Eq. (2)
into Eq. (1) gives:

�DAq2 þ ðhAA � 1Þ=tA � mq hAI=tA
hIA=tI �DIq2 þ ðhII � 1Þ=tI � mq

�����
����� ¼ 0: ð3Þ

For periodic patterning, μq must have a maximum value greater than zero. In most cases, we may then approximate any μq by a general form that specifies
the position, q0, height, a, and width, κ, of the peak near its maximum. By calculating μq for different mechanisms, we can transform the different model PDEs
into a common equation that uses a single variable φ(x, t) to describe the pattern:

@f

@t
¼ að1� kÞf� 2ak

r2f

q20
� ak

r4f

q40
� cf2 � df3: ð4Þ

The ▿2 term favours the periodic instability, whereas the ▿4 term stabilizes it; with c, d representing nonlinearities. This equation is an example of a
generalized Swift–Hohenberg (SH) equation, which can generate many types of periodic patterns (Burke and Knobloch, 2006; Cross and Hohenberg,
1993) (see supplementary material Section 2). Since many periodic patterning mechanisms can be faithfully represented by an SH equation in the
parameter regime maxqμq→0+, we conclude that the patterns in Fig. 2 can be produced by many periodic patterning mechanisms, and thus observation of
these patterns does not constrain the mechanism.
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In Box 2we outline this approachmore generally and in Table 2we
give analogous results for cellular and mechanical mechanisms (see
also supplementary material Section 3). The suggested perturbations

change the final pattern spacing by modifying the characteristic length
scale in the system – for molecular mechanisms, this length scale is set
by diffusion; for cellular mechanisms, either by cell motility or by the
length of signalling protrusions; and for mechanical mechanisms, by
tissue stiffness. Therefore, providedwe can apply broad perturbations –
e.g. indiscriminately hinder the diffusion of all secreted molecules –
and subsequently observe whether pattern spacing increases or
decreases, then it is possible to classify the mechanisms into broad
categories.

Although challenging, making broad perturbations may be
feasible using in vitro models of patterning (Miura and Shiota,
2000a,b; Paulsen and Solursh, 1988; Yamanaka and Kondo, 2014),
together with careful tuning of the extracellular environment. One
way to control the external environment is to use hydrogels
(Cushing and Anseth, 2007; Elisseeff, 2008), in which one can
independently modulate the diffusion constants of secreted
molecules, the motility of different cell types and the material
properties of the underlying ECM (Forget et al., 2013; Kyburz and
Anseth, 2013; Lin and Metters, 2006; Weber et al., 2009). Here, we
consider limb patterning as an example where this approach can
help to distinguish potential mechanisms.

Digit/non-digit patterning in the vertebrate limb
Patterning of the vertebrate limb is regulated by several morphogen
gradients (Tickle, 2006; Zeller et al., 2009). A separate periodic
patterning mechanism has also been hypothesized to generate the
digit/non-digit pattern (Newman and Frisch, 1979), a notion
supported by a recent study by Sheth et al. (2012). The authors of
this study show that perturbed mouse limbs exhibit altered digit
spacing and digit bifurcations, both being characteristics of periodic
patterning (see Fig. 3).

Reaction-diffusion models can replicate this periodicity in silico,
including several patterns seen in mousemutants (Miura et al., 2006).
Furthermore, candidate Turing molecules have been suggested, with
Wnts acting as short-range activators and BMPs as long-range
inhibitors (Raspopovic et al., 2014). Raspopovic and colleagues used
amathematical approach to provide evidence in favour of aWnt-BMP
reaction-diffusion mechanism for digit patterning. Computer
simulations predicted that digit spacing would increase when the
secretion of Wnt ligands was reduced and BMP receptors were
inhibited. These outcomes were indeed seen when Wnt/BMP
signalling was experimentally perturbed in developing mouse limbs.

Table 2. Predictable responses to pattern perturbations

Patterning
mechanism

An equation for
pattern spacing, λ

Pattern spacing is
predictably changed
by perturbing:

1. Molecular
(reaction-diffusion)

l � ffiffiffiffiffiffiffiffiffiffiffi
DAtA

p
f

DI

DA
;
tI
tA

;h
� �

Diffusion constants;
molecular half-lives

2A. Cellular via
cell movement

l � ffiffiffiffiffiffiffiffiffiffiffi
hAtA

p
f

hI

hA
;
tI
tA

;h
� �

Cell motility; cell
lifetime

2B. Cellular via
cell contact
signals

λ∼ Lprotrusionf (h) Length of cell contacts

3A. Mechanical
with cell growth

l � h
Esheet

E

� �1=3
f ðgÞ Tissue thickness;

tissue stiffness
3B. Mechanical with
cell movement

l � hf
straction

E
; n

� �
Tissue thickness;
tissue stiffness

Shown are parameters that affect pattern spacing in a predictable way,
identified by dimensional analysis. f (x, y) is an unknown function of the
dimensionless variables x, y. See supplementary material Section 3 for a more
detailed description.

Box 2. Mathematical tools to identify differences
between mechanisms
Parameter constraints
Final periodic patterns are described by the equilibrium solutions of Eq. 4
and depend strongly on the nonlinear terms c, d (Ermentrout, 1991),
which are difficult to measure. However, Cross and Hohenberg (1993)
show that a sufficient condition for periodic pattern formation is instability
of the homogeneous state, which is independent of c, d. This can be
computed for a set of PDEs by deriving the linear dispersion relation, μq
(Box 1), and requiring its real part, Re(μq), to be positive for some non-
zero q, which is the actual pattern wave vector (Cross and Hohenberg,
1993; Murray, 2008). This is equivalent to a>0 in Eq. 4. This constraint
can also be interpreted as a necessary condition for patterning, valid
within the limit of small stochastic fluctuations and homogeneous initial
conditions. In addition, it is often assumed that the homogeneous state is
stable in the absence of spatial processes, implying Re(μq=0)≤0. These
inequalities constrain the underlying parameters differently for each of
our example models, and are summarized in Table 1 (see also
supplementary material Section 1).

Response to perturbation
How the final pattern responds to changes in the underlying parameters
can be difficult to predict and depends on nonlinearities in the PDEs
(Ermentrout, 1991). However, we may use dimensional analysis, via
Buckingham’s H-theorem (Buckingham, 1914), to constrain an equation
for the final pattern spacing, λ, which has units of length. To apply this
method to a particular model, one writes down all the parameters in the
model, combines them into dimensionless groups, and rewrites any
equations in terms of these dimensionless groups.

For example, in the reaction-diffusion model (Eq. 1), a dimensionless
group for pattern spacing is l=

ffiffiffiffiffiffiffiffiffiffiffi
DAtA

p
, which gives an equation:

lffiffiffiffiffiffiffiffiffiffiffi
DAtA

p ¼ f
DI

DA
;
tI
tA

; hij

� �
; ð5Þ

where f (x, y) is an arbitrary function. Each example mechanism that we
consider has a different dimensional scaling, as listed in Table 2 (see
also supplementary material Section 3).

Pattern dynamics
Initial pattern dynamics are described by equations in the form of Eq. 2,
equivalently ∂φq/∂t=μqφq. In real space, this becomes:

@fðx; tÞ
@t

¼
ð
dx0Kðx� x0Þfðx0; tÞ: ð6Þ

K(x) is the inverse Fourier transform of KðxÞ ¼ Ð dq
2pmqexp �iq:x½ � (and can

be generalized to include a time component). This function, K(x), is
interpreted as an interaction function – describing how two components
interact with each other when separated by a given distance – and can be
derived for different mechanisms from the model’s PDE description (see
supplementarymaterial Section4). Asanexample, if cells interactwithone
another by secreting a molecule A, with diffusion constant DA and lifetime
τA, then the interaction function is (Wartlick et al., 2009):

KðxÞ/ exp
�jxjffiffiffiffiffiffiffiffiffiffiffi
DAtA

p
� 	

: ð7Þ

In Fig. 4B, we illustrate that different basic interactions – diffusible
(molecular), direct contact (cellular) or material (mechanical) – have
qualitatively different interaction functions. These interaction functions can
be inferred by measuring the pattern, φ(x, t), and its dynamics, ∂φ/∂t, over
time. We can fit the data to Eq. 6 to estimate K(x) (see supplementary
material Section 5 for the algorithm). We show the feasibility of this
approach by applying the algorithm to simulated data in Fig. 4C.
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Although the agreement between in silico and in vivo digit
spacing provides excellent support to a molecular hypothesis, these
data do not yet rule out cell-based and mechanical mechanisms,
which, like reaction-diffusion models, also recapitulate patterning
in silico (Miura and Shiota, 2000a; Murray and Oster, 1984a). For
example, it is possible that the effect of the Wnt/BMP perturbations
is to alter cell motility in a dose-dependent fashion. Indeed, Wnt/
BMP-regulated cell motility has been observed in a number of other
systems (Endo et al., 2005; Veerkamp et al., 2013).
As a complement to the experiments of Raspopovic et al.

(2014), we suggest that perturbations such as those described in
Table 2 can help rule out these other broad classes of mechanism.
For example, the analysis predicts that for reaction-diffusion
systems the pattern spacing will increase as one increases the
diffusion constants in the system. By contrast, a model based on
cell movement will be affected by perturbing cell motility, and a
mechanical model by perturbing the stiffness of the surrounding
ECM. A particularly attractive system in which to perform these
experiments is an in vitro model of chondrogenesis (Miura and
Shiota, 2000a; Paulsen and Solursh, 1988; Raspopovic et al.,
2014), where, as described above, there are methods for
independently perturbing extracellular diffusion, cell motility
and the mechanical properties of the ECM.

Dynamics of pattern formation
Although any interaction that has ‘local activation, long-range
inhibition’ can generate periodic patterns, the distance dependence of
the interaction is qualitatively different for different mechanisms.
Molecular signals tend to be graded, smoothly changing signals,
whereas cellular protrusions often have awell-defined signalling range,
and mechanical forces can transmit periodic instabilities over large
distances (Fig. 4B; supplementary material Section 4). By measuring
this interaction, we can broadly describe the type of interaction that is
occurring, an important step in distinguishing mechanisms.
In Box 2, we describe how these qualitative differences can be

inferred by measuring pattern dynamics. Pattern dynamics could be
molecular (e.g. translation rates), cellular (e.g. proliferation rates) or
mechanical (e.g. strain rates). An advantage of this approach is that
it can describe a ‘local activation, long-range inhibition’ interaction
without knowing its specific components and in a way that is
independent of other parameters in the system. A corresponding
limitation of this approach is that, without also measuring or
perturbing specific components, the classification into molecular,
cellular or mechanical interactions is based on qualitative similarity
to an expected interaction function, and therefore can only be
suggestive and not definitive. Measurement of the interaction
function following known perturbations can overcome this
limitation. In the following section, we illustrate how to
implement this approach using a model of pigment patterning in
the zebrafish skin.

Zebrafish pigment patterning
Zebrafish genetic mutants reveal a variety of possible final patterns
of pigmentation in the skin, some of which are shown in Fig. 5.
Many of these patterns have been successfully simulated using
reaction-diffusion equations (Watanabe and Kondo, 2012).
However, recent experiments favour a cellular mechanism.
Removing particular cell types (melanophores, xanthophores and
iridophores), either completely via genetic mutants (Frohnhöfer
et al., 2013) or at certain times and positions by laser ablation
(Nakamasu et al., 2009; Yamaguchi et al., 2007), has revealed a
number of cell-cell interactions that are necessary for correct pattern
formation, consistent with ‘local activation, long-range inhibition’
(Nakamasu et al., 2009). Two of these interactions have been
characterized molecularly. Contact-dependent depolarization of
membrane potential controls repulsion between melanophores and
xanthophores (Inaba et al., 2012; Iwashita et al., 2006). Meanwhile,
melanophores receive Notch-dependent survival signals by
extending long cell protrusions to distant xanthophores (Hamada
et al., 2014), controlling melanophore stripe width.

Several key components of this system are yet to be determined.
In particular, we highlight a role for directed cell movement, which
is important during initial patterning in juveniles (Singh et al., 2014)
and during pattern regeneration (Yamaguchi et al., 2007) (Fig. 5B).
What signals control directed cell movements? One hypothesis is
that Notch-Delta signalling via direct contact or via longer cell
protrusions regulates the movement of nearby cells (a cell-based
interaction). Other possibilities include a role for (unknown)
molecular signals that guide cell movement, or mechanical
influences from interactions between migrating cells and the
underlying ECM. We suggest that these different hypotheses can
be distinguished using time-lapse imaging, which might be most
feasible in regenerating patterns (Yamaguchi et al., 2007) or in vitro
models (Yamanaka and Kondo, 2014).

Specifically, by tracking individual cells as they migrate, and
measuring the positions of their neighbouring cells, we can measure
cell velocities (pattern dynamics) to determine how the cells interact
with one another. To illustrate this principle, imagine that you isolate
two cells and place them a distance, x, apart from one another, and
thenmeasure how fast and inwhich direction theymove (see Fig. 4A).
By repeating thismeasurement at different distances, one canmeasure
how the cell response depends on the distance between the cells. In
practice, however, it can be difficult to isolate pairs of cells to perform
this experiment. In Box 2, we describe an algorithm to infer the
distance dependence of the interaction function by measuring
dynamics when there are many cells in the system.

Using this analysis, if no interaction is observed, this might
suggest that the cells are passively migrating towards an existing
prepattern. If the interaction is very short ranged, it points to
communication via direct cell contact. If, instead, there are longer-
range interactions, we can tentatively classify them into one of three
categories – molecular, cell-based or mechanical – by comparing
them with the expectations outlined in Fig. 4B.

Analysis of data from simulations shows that the interaction
function can be estimated from noisy data using a limited number of
data points (Fig. 4C; supplementary material Section 5), suggesting
that this approach is feasible for biological data that are limited in
time points and often noisy.

Experiments to rigorously test hypothetical mechanisms
Although the discussion above suggests ways in which a
mathematically guided approach can help to distinguish between
broad categories of mechanism, it is more usual to start with a

Fig. 3. Periodic digit/non-digit patterning. (A) Digits of a wild-type mouse
limb and (B) increased digit number and reduced digit spacing in Hox mutants
[reproduced with permission from Sheth et al. (2012)]. (C) Labyrinthine
periodic patterns are observed in limb micromass culture [reproduced with
permission from Miura and Shiota (2000b)].
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specific hypothesis in mind. Typically, one would start by
identifying key patterning components by studying mutants with
aberrant patterning, or by observing the expression of particular
genes (or positions of particular cell types) over time. These data are
necessary to define the components in the system and to generate
hypotheses, but different types of experiment are needed to
rigorously test these hypotheses – we require experimental
designs that generate falsifiable predictions (see also Box 2).
Below, we propose several such experiments and illustrate how they
may help to determine the patterning mechanism underlying
specific biological examples.

Parameter constraints
Multiple periodic patterning mechanisms have been simulated by
mathematical models (Maini et al., 1991; Miura and Maini, 2004;
Murray and Oster, 1984a,b). As we have argued, qualitative
features of these simulations cannot rigorously test a given
hypothesis. However, quantitative predictions can be used
provided that we can measure the relevant parameters. A major
challenge is that, for many features of periodic patterns (e.g. the
selection of stripes versus spots), the relevant parameters include
nonlinear effects (Ermentrout, 1991).

An example of such a nonlinear effect is the interactions between
activator and inhibitor molecules in a reaction-diffusion model.
Accurately predicting a reaction-diffusion pattern in silico would
require quantitative measurements of these interactions, including
full dose-response curves for how molecular reaction rates depend
on the concentrations of the activator and inhibitor molecules
present. Given that this type of data is difficult to acquire, a common
strategy is to simulate the system using a ‘guess’ for the
nonlinearities. Such an approach is liable to overfitting and the
results of the simulations may depend on the choice of nonlinearity,
making it difficult to falsify a particular hypothesis.

Instead, we have identified an experimental prediction that is
independent of these nonlinear effects. Specifically, the ability of a
mechanism to generate any pattern, other than a spatially uniform
pattern, is a feature that is easy to predict without fully
characterizing the nonlinearities. We can derive a set of parameter
constraints that a hypothetical mechanism must satisfy in order that
periodic patterns can form. In Table 1, we list some of the parameter
constraints for the mechanisms considered in this article, and
describe how to obtain these results for any mechanism in Box 2
(see supplementary material Section 6 for additional parameter
constraints).

x

Simulation (1D) Same final pattern, but different dynamics 

Time 

Initial random pattern 

Analyze xx

K(x)

x

K(x)

x

Molecular Cellular  Mechanical

x

K(x)

Final periodic pattern 

Molecular Cellular  

A  Interaction function, K(x)

C 

B  Expected interaction functions

K(x) K(x)

Fig. 4. Dynamics of pattern formation. The dynamics of pattern formation can be used to distinguish between mechanisms. Here, we consider a case in which
cells move to form a periodic pattern, but with unknown cell-cell interactions. (A) A cell responds to nearby cells differently depending on how far away the ‘sender
cell’ is. This distance dependence defines an interaction function, K(x). Cells respond ‘positively’ to close cells (local activation) and ‘negatively’ to more distant
cells (long-range inhibition), i.e. the interaction function is positive for short distances and negative for long distances. (B) Expected interaction functions are
different for molecular, cellular and mechanical interactions (see supplementary material Section 4 for details). (C) Simulation of dynamics of pattern formation.
We create synthetic data by simulating a periodic pattern formed by cells moving both randomly and according to interactions described by K(x)=KAexp[−x/LA]
−KIexp[−x/LI] (molecular) or by K(x)=KA(1−H(x−LA))−KI(1−H(x−LI)) (cellular), with H denoting step functions. (Left) Plots of cell density over time as the pattern
evolves. (Right) Analyzing the data from these simple simulations shows that K(x) can be estimated from pattern dynamics using a reasonable number of time
point measurements (see supplementary material Section 5 for algorithm and example code).

Fig. 5. Zebrafish pigment patterns. (A) Compared with wild-type stripes (left), particular mutants display spots (middle) or labyrinthine (right) final patterns.
Reproduced with permission from Rawls et al. (2001) for wild type and leopard and from Frohnhöfer et al. (2013) for choker. (B) Cell movement is important
during regenerative patterning: following laser ablation of melanophores within the central region, cells migrate into the ablated region to regenerate (aberrant)
patterning. d, days after ablation; arrow and arrowheads indicate stripes. Reproduced with permission from Yamaguchi et al. (2007).
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Several of the parameter constraints in Table 1 are completely
independent of nonlinear effects. In other cases, the nonlinear effect
is aggregated into a single parameter that is more easily measured,
which we refer to as the ‘sensitivity’ (see Box 1 for a mathematical
definition). Instead of measuring an entire input-output dose-
response curve, the sensitivity parameterizes how much the output
changes in response to a fold change in input; for example, a
sensitivity of 2 means that a 1% change in input produces a 2%
change in output. The inputs/outputs can be molecular, cellular or
mechanical; for example, the input could be the concentration of a
molecule and the output could be cell proliferation rate. Sensitivity
is measured by observing the change in output corresponding to a
single change in input and, importantly, requires only relative and
not absolute levels to be measured.
It is therefore possible to falsify hypothetical mechanisms by

measuring the parameter values in a given mechanism and
determining whether they obey the appropriate parameter
constraints. If the parameter constraints are not met, this implies
that the hypothesis must be revised. This could include minor
revisions – for example, incorporating stochastic effects can slightly
relax the parameter constraint – but could also include major
changes, such as implementing a three-component, as opposed a
two-component, reaction diffusion model or even considering
cellular and mechanical models of patterning. Recent experimental
advances suggest that the relevant parameters, such as diffusion
constants, molecular degradation rates and tissue material
properties, along with sensitivities can be measured, or at least
estimated, with reasonable precision in vivo (Akhtar et al., 2011;
Campas et al., 2014; Müller et al., 2012). We illustrate this approach
by considering the patterning of hair follicles in mammals.

Hair follicle patterning
The regular spacing between hair follicles is an example of periodic
patterning and has been attributed to a reaction-diffusion
mechanism in the epidermis (Huh et al., 2013; Nagorcka, 1983;
Nagorcka and Mooney, 1985). Simulations show qualitative
similarities between reaction-diffusion models and a final
‘spotted’ pattern of hair follicles, although, as we have argued in
this article, this type of observation is not unique to a reaction-
diffusion mechanism (see Fig. 6B).

Recent experimental studies in mouse have placed the reaction-
diffusionmodel on a molecular footing by proposingWnt andDkk as
the activator and inhibitormolecules (Fig. 6A) (Mou et al., 2006; Sick
et al., 2006; Stark et al., 2007). Sick et al. (2006) proposed a Wnt/
Dkk-based reaction-diffusion mechanism, showing that hair follicle
density is reduced following overexpression of the putative inhibitor
Dkk. In addition, Wnt signalling is necessary and sufficient for
inducing hair follicles (Zhang et al., 2008) and is expressed in a
periodic pattern prior to early morphological indicators of follicle
specification, again consistent with a Wnt/Dkk reaction-diffusion
model. However, these results do not test whether Wnt/Dkk can
generate periodic patterns alone, as Wnt/Dkk might be cooperating
with, or acting downstream of, other patterning mechanisms
(including cellular or mechanical mechanisms). To test the reaction-
diffusion hypothesis, we suggest that key properties of the system
should be measured to determine if they are consistent with the
parameter constraints in Table 1.

The first parameter constraint requires that the putative inhibitor
Dkk diffuses more rapidly than the putative activator Wnt, thereby
guaranteeing ‘local activation, long-range inhibition’. Müller et al.
(2012) successfully performed this type of experiment in zebrafish
embryos by measuring diffusion coefficients of fluorescently
tagged Nodal/Lefty (another activator/inhibitor pair), confirming
that DLefty >DNodal.

Wnt/Dkk reaction parameters are also constrained. In particular,
we suggest that the key parameter to measure is the sensitivity of
Wnt autoactivation. In order for the Wnt/Dkk system to generate
periodic patterns, the net production rate of Wnt must increase by
more than 1% when extracellular levels of Wnt increase by 1%,
which is a fairly stringent requirement. Such biophysical
measurements and calculated parameter constraints would test the
sufficiency of Wnt/Dkk reaction-diffusion to produce regularly
spaced hair follicles; if the measured parameters are inconsistent
with the model then other mechanisms must presumably be at play,
which might, for example, involve other proposed activator/
inhibitor pairs, such as Eda/BMP (Mou et al., 2006), or possibly
include cellular and/or mechanical processes.

Response to perturbation
In addition to distinguishing broad classes of mechanism, as
described above, perturbation experiments can be used to rigorously
test a particular hypothesis. For example, if perturbation of a
particular component has no effect on the pattern then we can
conclude that it is dispensable in the patterning process, thus
falsifying the hypothetical mechanism. However, if the perturbation
does have an effect, its interpretation can be challenging.

The first challenge is that many perturbations commonly applied
to periodic patterning mechanisms affect nonlinear processes. For
instance, many perturbations to putative reaction-diffusion systems
involve overexpressing or inhibiting a particular molecular pathway
i.e. altering the nonlinear dose-response curve. As discussed
previously, these nonlinearities are difficult both to measure and
to interpret. It can therefore be challenging to (1) determine how the
perturbation will affect the nonlinearity and consequently the final
pattern and (2) to determine the extent to which this prediction relies
on the particular form of nonlinearity that is assumed.

To address this limitation, we can use the dimensional analysis
from the previous section, which identified perturbations that have
effects that are independent of model non-linearities. For example,
the prediction λ∝ (Dτ)0.5 for reaction-diffusion models is
independent of the specific assumptions of how the component
molecules interact with one another. Therefore, observing an

Fig. 6. Hair follicle patterning by a reaction-diffusion system. (A) Reaction-
diffusion for a putative activator/inhibitor pair: Wnt/Dkk. Over time, fluctuations
in Wnt/Dkk concentrations are amplified by ‘local activation, long-range
inhibition’ until the concentration profile has regularly spaced peaks (Meinhardt
and Gierer, 2000). These peaks define the position of future hair follicles.
(B) In vivo pattern of murine hair follicles. Blue staining shows a lacZ-based
Wnt reporter that marks the position of the hair follicles. (C) In silico pattern
of hair follicles. (B,C) Reproduced with permission from Sick et al. (2006).
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increase in pattern spacing when molecular diffusivities are
increased is a good test of a reaction-diffusion model. By contrast,
changes to dimensionless quantities, such as reaction sensitivities
(e.g. by overexpressing activator/inhibitor molecules), are more
difficult to interpret and could have multiple explanations (see
supplementary material Section 7 for an expanded discussion).
As discussed previously, the suggested perturbations change the

final pattern spacing by modifying the characteristic length scale in
the system – for molecular mechanisms, this length scale is set by
diffusion; for cellular mechanisms, either by cell motility or by the
length of signalling protrusions; and for mechanical mechanisms,
by tissue stiffness. Although easier to interpret, these perturbations
are more difficult to apply than traditional knockdown or
overexpression approaches, but are nonetheless feasible given
recent experimental advances. For example, diffusion constants can
be perturbed by adding extracellular diffusion modulators and,
presumably, through the use of different fusion tags (Müller et al.,
2012; Sarrazin et al., 2011; Wartlick et al., 2009).
A second challenge in designing perturbation experiments is that,

in real biological systems, the periodic patterningmechanism receives
input from a number of secondary processes, so that a given
perturbation will often change multiple parameters in the system. For
example, a common strategy is to overexpress a particularmolecule or
to knock it out genetically. In a complex biological system, these
perturbations can often have pleiotropic effects on parameters other
than the molecule that is directly perturbed. In addition, since many
mechanisms fall into the same ‘local activation, long-range
inhibition’ class, the same change in pattern can be caused by a
number of different underlying parameter changes. For example, a
change from stripes to spots may be due to changes in molecular
production rates, molecular diffusion constants or mechanical
properties of the material (Ermentrout, 1991; Miyazawa et al.,
2010; Watanabe and Kondo, 2012; Zhu and Murray, 1995).
Therefore, it is hard to rule out the possibility that the change from
stripes to spots is due to the direct effect of the perturbation, as
opposed an indirect, pleiotropic effect, and thus hard to rule out
alternative mechanisms using this experiment alone.
One approach to overcome this difficulty is to design clean

perturbations and to make control measurements to ensure that other
components in the system are not perturbed.A second (andpotentially
more feasible) approach ismotivated byour dimensional analysis. If it
is possible to quantitatively measure how pattern spacing scales in
response to perturbation, then it is also possible to test hypotheses in a
parameter-independent way, ruling out the possibility that the
perturbation is having an indirect effect on other parameters in the
system. For example, in a diffusion-based system,we expectl/ ffiffiffiffi

D
p

.
If square root scaling is observed (i.e. ifwemeasure a scaling exponent
n=0.5), this strongly supports a role for diffusion during patterning. If
instead we find that pattern spacing does not scale this way (but is still
affected by changes in diffusion constant), there are two possibilities.
First, it is possible that the mechanism is molecular in nature but the
transport of this molecule is not predominantly diffusive; for example,
if advection (or flow) is also present, a scaling exponent n=1 is
expected. Alternatively, if the pattern spacing does not scale but
instead changes in an irregularwaywith diffusion constants, this could
be due to indirect effects of the perturbation (e.g. changes in cell
motility or ECM density), and therefore additional controls explicitly
examining these indirect effects are necessary.

Conclusions
Over 60 years ago, Turing showed that a deceptively simple system
comprising two interacting and diffusing molecules could generate

a wide variety of periodic patterns. Since then, a series of
extensions, adaptations and alternatives to the reaction-diffusion
model have been proposed, all of which are capable of producing
periodic patterns. How, then, do we determine which of these many
mechanisms is responsible for a particular periodic pattern?

In this article, we have outlined the reasons that make this a
challenging question to answer. Our analysis suggests that the
observation of a final periodic pattern cannot distinguish between
mechanisms, since many mechanisms are qualitatively similar.
Instead, we sought experiments that either (1) are designed such that
the basic classes of mechanism have different expected outcomes or
(2) rigorously test assumptions in the patterning mechanisms. We
have explored several mathematically inspired approaches to guide
the design of such experiments.

These approaches rely on measuring, perturbing and/or imaging
the processes of pattern formation, and not simply defining the
genes involved. These types of experiment are technically
challenging. However, we propose that they may now be
achievable given recent technological advances, which include
in vivo biophysical measurements (Spiller et al., 2010), in vivo
genome editing (Cong et al., 2013), quantitative perturbations to the
tissue microenvironment (Cushing and Anseth, 2007), continuous
time-lapse imaging (Amat and Keller, 2013; Garcia et al., 2011;
Megason, 2009) and in vitro models of periodic patterning
(Yamanaka and Kondo, 2014). We hope that these techniques,
combined with the approaches outlined in this article, will allow us
not only to generate hypotheses for periodic pattern formation, but
also to rigorously test them.
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López, C. (2006). Macroscopic description of particle systemswith nonlocal density-
dependent diffusivity. Phy. Rev. E Stat. Nonlin. Soft Matter Phys. 74, 012102.

Lubensky, D. K., Pennington, M. W., Shraiman, B. I. and Baker, N. E. (2011).
A dynamical model of ommatidial crystal formation. Proc. Natl. Acad. Sci. USA
108, 11145-11150.

Maini, P. K., Myerscough, M. R., Winters, K. H. and Murray, J. D. (1991).
Bifurcating spatially heterogeneous solutions in a chemotaxis model for biological
pattern generation. Bull. Math. Biol. 53, 701-719.

Marcon, L. and Sharpe, J. (2012). Turing patterns in development: what about the
horse part? Curr. Opin. Genet. Dev. 22, 578-584.

Megason, S. G. (2009). In toto imaging of embryogenesis with confocal time-lapse
microscopy. Methods Mol. Biol. 546, 317-332.

Meinhardt, H. and Gierer, A. (1974). Applications of a theory of biological pattern
formation based on lateral inhibition. J. Cell Sci. 15, 321-346.

Meinhardt, H. and Gierer, A. (2000). Pattern formation by local self-activation and
lateral inhibition. Bioessays 22, 753-760.

Menshykau, D., Kraemer, C. and Iber, D. (2012). Branch mode selection during
early lung development. PLoS Comput. Biol. 8, pe1002377.

Michon, F., Forest, L., Collomb, E., Demongeot, J. and Dhouailly, D. (2008).
BMP2 and BMP7 play antagonistic roles in feather induction. Development 135,
2797-2805.

Milinkovitch, M. C., Manukyan, L., Debry, A., Di-Poi, N., Martin, S., Singh, D.,
Lambert, D. and Zwicker, M. (2013). Crocodile head scales are not
developmental units but emerge from physical cracking. Science 339, 78-81.

Miura, T. andMaini, P. K. (2004). Speed of pattern appearance in reaction-diffusion
models: implications in the pattern formation of limb bud mesenchyme cells. Bull.
Math. Biol. 66, 627-649.

Miura, T. and Shiota, K. (2000a). Extracellular matrix environment influences
chondrogenic pattern formation in limb bud micromass culture: experimental
verification of theoretical models. Anat. Rec. 258, 100-107.

Miura, T. and Shiota, K., (2000b). TGFbeta2 acts as an “activator” molecule in
reaction-diffusion model and is involved in cell sorting phenomenon in mouse limb
micromass culture. Dev. Dyn. 217, 241-249.

Miura, T. and Shiota, K. (2002). Depletion of FGFacts as a lateral inhibitory factor in
lung branching morphogenesis in vitro. Mech. Dev. 116, 29-38.

Miura, T., Shiota, K., Morriss-Kay, G. andMaini, P. K. (2006). Mixed-mode pattern
in Doublefoot mutant mouse limb–Turing reaction-diffusion model on a growing
domain during limb development. J. Theor. Biol. 240, 562-573.

Miyazawa, S., Okamoto, M. and Kondo, S. (2010). Blending of animal colour
patterns by hybridization. Nat. Commun. 1, 66.

Mou, C., Jackson, B., Schneider, P., Overbeek, P. A. and Headon, D. J. (2006).
Generation of the primary hair follicle pattern. Proc. Natl. Acad. Sci. USA 103,
9075-9080.

Müller, P., Rogers, K. W., Jordan, B. M., Lee, J. S., Robson, D., Ramanathan, S.
and Schier, A. F. (2012). Differential diffusivity of Nodal and Lefty underlies a
reaction-diffusion patterning system. Science 336, 721-724.

Murray, J. D. (1982). Parameter space for turing instability in reaction diffusion
mechanisms: a comparison of models. J. Theor. Biol. 98, 143-163.

Murray, J. D. (1988). How the leopard gets its spots. Sci. Am. 258, 80-87.
Murray, J. D. (2003). On the mechanochemical theory of biological pattern

formation with application to vasculogenesis. C. R. Biol. 326, 239-252.
Murray, J. D. (2008). Mathematical Biology II: Spatial Models and Biomedical

Applications, 3rd edn. Springer.
Murray, J. D. and Oster, G. F. (1984a). Cell traction models for generating pattern

and form in morphogenesis. J. Math. Biol. 19, 265-279.
Murray, J. D. and Oster, G. F. (1984b). Generation of biological pattern and form.

Math. Med. Biol. 1, 51-75.
Nagorcka, B. N. (1983). Evidence for a reaction-diffusion system as a mechanism

controlling mammalian hair growth. Biosystems 16, 323-332.
Nagorcka, B. N. and Mooney, J. R. (1985). The role of a reaction-diffusion system

in the initiation of primary hair follicles. J. Theor. Biol. 114, 243-272.
Nakamasu, A., Takahashi, G., Kanbe, A. and Kondo, S. (2009). Interactions

between zebrafish pigment cells responsible for the generation of Turing patterns.
Proc. Natl. Acad. Sci. USA 106, 8429-8434.

Nakamura, T., Mine, N., Nakaguchi, E., Mochizuki, A., Yamamoto, M., Yashiro,
K., Meno, C. andHamada, H. (2006). Generation of robust left-right asymmetry in
the mouse embryo requires a self-enhancement and lateral-inhibition system.
Dev. Cell 11, 495-504.

Newman, S. A. and Frisch, H. L. (1979). Dynamics of skeletal pattern formation in
developing chick limb. Science 205, 662-668.

Newman, S. A., Christley, S., Glimm, T., Hentschel, H. G. E., Kazmierczak, B.,
Zhang, Y.-T., Zhu, J. and Alber, M. (2008). Multiscale models for vertebrate limb
development. Curr. Top. Dev. Biol. 81, 311-340.

Nonaka, S., Shiratori, H., Saijoh, Y. and Hamada, H. (2002). Determination of left-
right patterning of the mouse embryo by artificial nodal flow. Nature 418, 96-99.

Oates, A. C., Morelli, L. G. and Ares, S. (2012). Patterning embryos with
oscillations: structure, function and dynamics of the vertebrate segmentation
clock. Development 139, 625-639.

Oster, G. F. and Murray, J. D. (1989). Pattern formation models and developmental
constraints. J. Exp. Zool. 251, 186-202.

Painter, K. J., Hunt, G. S., Wells, K. L., Johansson, J. A. and Headon, D. J.
(2012). Towards an integrated experimental-theoretical approach for assessing
the mechanistic basis of hair and feather morphogenesis. Interface Focus 2,
433-450.

Paulsen, D. F. and Solursh, M. (1988). Microtiter micromass cultures of limb-bud
mesenchymal cells. In Vitro Cell. Dev. Biol. 24, 138-147.

Paulsson, J. (2004). Summing up the noise in gene networks.Nature 427, 415-418.
Raspopovic, J., Marcon, L., Russo, L. and Sharpe, J. (2014). Digit patterning is

controlled by a Bmp-Sox9-Wnt Turing network modulated by morphogen
gradients. Science 345, 566-570.

418

HYPOTHESIS Development (2015) 142, 409-419 doi:10.1242/dev.107441

D
E
V
E
LO

P
M

E
N
T

http://dx.doi.org/10.1016/S0022-5193(76)80131-2
http://dx.doi.org/10.1016/S0022-5193(76)80131-2
http://dx.doi.org/10.1016/S0022-5193(76)80131-2
http://dx.doi.org/10.1103/RevModPhys.65.851
http://dx.doi.org/10.1103/RevModPhys.65.851
http://dx.doi.org/10.1126/science.1140171
http://dx.doi.org/10.1126/science.1140171
http://dx.doi.org/10.1137/S1111111101392831
http://dx.doi.org/10.1137/S1111111101392831
http://dx.doi.org/10.1038/ng.1090
http://dx.doi.org/10.1038/ng.1090
http://dx.doi.org/10.1038/ng.1090
http://dx.doi.org/10.1038/ng.1090
http://dx.doi.org/10.1038/nmat2147
http://dx.doi.org/10.1074/jbc.M406391200
http://dx.doi.org/10.1074/jbc.M406391200
http://dx.doi.org/10.1074/jbc.M406391200
http://dx.doi.org/10.1074/jbc.M406391200
http://dx.doi.org/10.1098/rspa.1991.0100
http://dx.doi.org/10.1098/rspa.1991.0100
http://dx.doi.org/10.1098/rspa.1991.0100
http://dx.doi.org/10.1073/pnas.1222880110
http://dx.doi.org/10.1073/pnas.1222880110
http://dx.doi.org/10.1073/pnas.1222880110
http://dx.doi.org/10.1073/pnas.1222880110
http://dx.doi.org/10.1242/dev.096719
http://dx.doi.org/10.1242/dev.096719
http://dx.doi.org/10.1242/dev.096719
http://dx.doi.org/10.1007/BF00289234
http://dx.doi.org/10.1007/BF00289234
http://dx.doi.org/10.1016/S0378-4371(01)00209-6
http://dx.doi.org/10.1016/S0378-4371(01)00209-6
http://dx.doi.org/10.1242/dev.099804
http://dx.doi.org/10.1242/dev.099804
http://dx.doi.org/10.1242/dev.099804
http://dx.doi.org/10.1101/gad.198945.112
http://dx.doi.org/10.1101/gad.198945.112
http://dx.doi.org/10.1101/gad.198945.112
http://dx.doi.org/10.1126/science.1212821
http://dx.doi.org/10.1126/science.1212821
http://dx.doi.org/10.1371/journal.pgen.0020197
http://dx.doi.org/10.1371/journal.pgen.0020197
http://dx.doi.org/10.1371/journal.pgen.0020197
http://dx.doi.org/10.1371/journal.pgen.0020197
http://dx.doi.org/10.1007/s00018-010-0536-y
http://dx.doi.org/10.1006/dbio.1998.8850
http://dx.doi.org/10.1006/dbio.1998.8850
http://dx.doi.org/10.1006/dbio.1998.8850
http://dx.doi.org/10.1006/dbio.1998.8850
http://dx.doi.org/10.1002/adfm.200801065
http://dx.doi.org/10.1002/adfm.200801065
http://dx.doi.org/10.1002/adfm.200801065
http://dx.doi.org/10.1038/376765a0
http://dx.doi.org/10.1038/376765a0
http://dx.doi.org/10.1126/science.1179047
http://dx.doi.org/10.1126/science.1179047
http://dx.doi.org/10.1016/j.actbio.2013.01.026
http://dx.doi.org/10.1016/j.actbio.2013.01.026
http://dx.doi.org/10.1016/j.actbio.2013.01.026
http://dx.doi.org/10.1016/j.addr.2006.09.004
http://dx.doi.org/10.1016/j.addr.2006.09.004
http://dx.doi.org/10.1016/j.addr.2006.09.004
http://dx.doi.org/10.1126/science.1209042
http://dx.doi.org/10.1126/science.1209042
http://dx.doi.org/10.1126/science.1209042
http://dx.doi.org/10.1103/PhysRevE.74.012102
http://dx.doi.org/10.1103/PhysRevE.74.012102
http://dx.doi.org/10.1073/pnas.1015302108
http://dx.doi.org/10.1073/pnas.1015302108
http://dx.doi.org/10.1073/pnas.1015302108
http://dx.doi.org/10.1007/BF02461550
http://dx.doi.org/10.1007/BF02461550
http://dx.doi.org/10.1007/BF02461550
http://dx.doi.org/10.1016/j.gde.2012.11.013
http://dx.doi.org/10.1016/j.gde.2012.11.013
http://dx.doi.org/10.1007/978-1-60327-977-2_19
http://dx.doi.org/10.1007/978-1-60327-977-2_19
http://dx.doi.org/10.1002/1521-1878(200008)22:8<753::AID-BIES9>3.0.CO;2-Z
http://dx.doi.org/10.1002/1521-1878(200008)22:8<753::AID-BIES9>3.0.CO;2-Z
http://dx.doi.org/10.1371/journal.pcbi.1002377
http://dx.doi.org/10.1371/journal.pcbi.1002377
http://dx.doi.org/10.1242/dev.018341
http://dx.doi.org/10.1242/dev.018341
http://dx.doi.org/10.1242/dev.018341
http://dx.doi.org/10.1126/science.1226265
http://dx.doi.org/10.1126/science.1226265
http://dx.doi.org/10.1126/science.1226265
http://dx.doi.org/10.1016/j.bulm.2003.09.009
http://dx.doi.org/10.1016/j.bulm.2003.09.009
http://dx.doi.org/10.1016/j.bulm.2003.09.009
http://dx.doi.org/10.1002/(SICI)1097-0185(20000101)258:1<100::AID-AR11>3.0.CO;2-3
http://dx.doi.org/10.1002/(SICI)1097-0185(20000101)258:1<100::AID-AR11>3.0.CO;2-3
http://dx.doi.org/10.1002/(SICI)1097-0185(20000101)258:1<100::AID-AR11>3.0.CO;2-3
http://dx.doi.org/10.1002/(SICI)1097-0177(200003)217:3<241::AID-DVDY2>3.0.CO;2-K
http://dx.doi.org/10.1002/(SICI)1097-0177(200003)217:3<241::AID-DVDY2>3.0.CO;2-K
http://dx.doi.org/10.1002/(SICI)1097-0177(200003)217:3<241::AID-DVDY2>3.0.CO;2-K
http://dx.doi.org/10.1016/S0925-4773(02)00132-6
http://dx.doi.org/10.1016/S0925-4773(02)00132-6
http://dx.doi.org/10.1016/j.jtbi.2005.10.016
http://dx.doi.org/10.1016/j.jtbi.2005.10.016
http://dx.doi.org/10.1016/j.jtbi.2005.10.016
http://dx.doi.org/10.1038/ncomms1071
http://dx.doi.org/10.1038/ncomms1071
http://dx.doi.org/10.1073/pnas.0600825103
http://dx.doi.org/10.1073/pnas.0600825103
http://dx.doi.org/10.1073/pnas.0600825103
http://dx.doi.org/10.1126/science.1221920
http://dx.doi.org/10.1126/science.1221920
http://dx.doi.org/10.1126/science.1221920
http://dx.doi.org/10.1016/0022-5193(82)90063-7
http://dx.doi.org/10.1016/0022-5193(82)90063-7
http://dx.doi.org/10.1038/scientificamerican0388-80
http://dx.doi.org/10.1016/S1631-0691(03)00065-9
http://dx.doi.org/10.1016/S1631-0691(03)00065-9
http://dx.doi.org/10.1007/BF00277099
http://dx.doi.org/10.1007/BF00277099
http://dx.doi.org/10.1093/imammb/1.1.51
http://dx.doi.org/10.1093/imammb/1.1.51
http://dx.doi.org/10.1016/0303-2647(83)90015-1
http://dx.doi.org/10.1016/0303-2647(83)90015-1
http://dx.doi.org/10.1016/S0022-5193(85)80106-5
http://dx.doi.org/10.1016/S0022-5193(85)80106-5
http://dx.doi.org/10.1073/pnas.0808622106
http://dx.doi.org/10.1073/pnas.0808622106
http://dx.doi.org/10.1073/pnas.0808622106
http://dx.doi.org/10.1016/j.devcel.2006.08.002
http://dx.doi.org/10.1016/j.devcel.2006.08.002
http://dx.doi.org/10.1016/j.devcel.2006.08.002
http://dx.doi.org/10.1016/j.devcel.2006.08.002
http://dx.doi.org/10.1126/science.462174
http://dx.doi.org/10.1126/science.462174
http://dx.doi.org/10.1016/S0070-2153(07)81011-8
http://dx.doi.org/10.1016/S0070-2153(07)81011-8
http://dx.doi.org/10.1016/S0070-2153(07)81011-8
http://dx.doi.org/10.1038/nature00849
http://dx.doi.org/10.1038/nature00849
http://dx.doi.org/10.1242/dev.063735
http://dx.doi.org/10.1242/dev.063735
http://dx.doi.org/10.1242/dev.063735
http://dx.doi.org/10.1002/jez.1402510207
http://dx.doi.org/10.1002/jez.1402510207
http://dx.doi.org/10.1098/rsfs.2011.0122
http://dx.doi.org/10.1098/rsfs.2011.0122
http://dx.doi.org/10.1098/rsfs.2011.0122
http://dx.doi.org/10.1098/rsfs.2011.0122
http://dx.doi.org/10.1007/BF02623891
http://dx.doi.org/10.1007/BF02623891
http://dx.doi.org/10.1038/nature02257
http://dx.doi.org/10.1126/science.1252960
http://dx.doi.org/10.1126/science.1252960
http://dx.doi.org/10.1126/science.1252960


Rawls, J. F., Mellgren, E. M. and Johnson, S. L. (2001). How the zebrafish gets its
stripes. Dev. Biol. 240, 301-314.

Sarrazin, S., Lamanna, W. C. and Esko, J. D. (2011). Heparan sulfate
proteoglycans. Cold Spring Harb. Perspect. Biol. 3, pa004952.

Satnoianu, R. A., Menzinger, M. and Maini, P. K. (2000). Turing instabilities in
general systems. J. Math. Biol. 41, 493-512.

Savin, T., Kurpios, N. A., Shyer, A. E., Florescu, P., Liang, H., Mahadevan, L.
and Tabin, C. J. (2011). On the growth and form of the gut. Nature 476, 57-62.

Sheth, R., Marcon, L., Bastida, M. F., Junco, M., Quintana, L., Dahn, R., Kmita,
M., Sharpe, J. and Ros, M. A. (2012). Hox genes regulate digit patterning by
controlling the wavelength of a Turing-type mechanism. Science 338,
1476-1480.

Shyer, A. E., Tallinen, T., Nerurkar, N. L., Wei, Z., Gil, E. S., Kaplan, D. L., Tabin,
C. J. and Mahadevan, L. (2013). Villification: how the gut gets its villi. Science
342, 212-218.

Sick, S., Reinker, S., Timmer, J. and Schlake, T. (2006). WNT and DKK determine
hair follicle spacing through a reaction-diffusion mechanism. Science 314,
1447-1450.

Singh, A. P., Schach, U. and Nüsslein-Volhard, C. (2014). Proliferation, dispersal
and patterned aggregation of iridophores in the skin prefigure striped colouration
of zebrafish. Nat. Cell Biol. 16, 604-611.

Spiller, D. G., Wood, C. D., Rand, D. A. and White, M. R. H. (2010). Measurement
of single-cell dynamics. Nature 465, 736-745.

Stanojevic, D., Small, S. and Levine, M. (1991). Regulation of a segmentation
stripe by overlapping activators and repressors in the Drosophila embryo. Science
254, 1385-1387.

Stark, J., Andl, T. and Millar, S. E. (2007). Hairy math: insights into hair-follicle
spacing and orientation. Cell 128, 17-20.

Tickle, C. (2006). Making digit patterns in the vertebrate limb. Nat. Rev. Mol. Cell
Biol. 7, 45-53.

Turing, A. M. (1952). The chemical basis of morphogenesis. Philos. Trans. R. Soc.
Lond. B Biol. Sci. 237, 37-72.

Veerkamp, J., Rudolph, F., Cseresnyes, Z., Priller, F., Otten, C., Renz, M.,
Schaefer, L. and Abdelilah-Seyfried, S. (2013). Unilateral dampening of
Bmp activity by nodal generates cardiac left-right asymmetry. Dev. Cell 24,
660-667.

Wartlick, O., Kicheva, A. and Gonzalez-Gaitan, M. (2009). Morphogen gradient
formation. Cold Spring Harb. Perspect. Biol. 1, pa001255.

Watanabe, M. and Kondo, S. (2012). Changing clothes easily: connexin41.8
regulates skin pattern variation. Pigment Cell Melanoma Res. 25, 326-330.

Weber, L. M., Lopez, C. G. and Anseth, K. S. (2009). Effects of PEG hydrogel
crosslinking density on protein diffusion and encapsulated islet survival and
function. J. Biomed. Mater. Res. A 90A, 720-729.

Yamaguchi, M., Yoshimoto, E. and Kondo, S. (2007). Pattern regulation in the
stripe of zebrafish suggests an underlying dynamic and autonomous mechanism.
Proc. Natl. Acad. Sci. USA 104, 4790-4793.

Yamanaka, H. and Kondo, S. (2014). In vitro analysis suggests that difference in
cell movement during direct interaction can generate various pigment patterns in
vivo. Proc. Natl. Acad. Sci. USA 111, 1867-1872.
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